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Topical Gadobutrol Application Causes Fluorescence Intensity Change in RFP-expressing Tumor-Bearing Mice
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Abstract. Optical clearing (OC) allows one to observe tissue structures and metabolic processes occurring in opaque tissues at the depths significantly exceeding the depths that can be reached without OC. Recently, we have shown that gadobutrol is a promising agent for OC of tissues in vivo. The aim of this study was to investigate the effect of time-dependence optical clearing caused by gadobutrol on intensity of fluorescent protein constitutively expressed in subcutaneous tumors in vivo. The measurements were performed in nu/nu mice bearing HEp-2 tumors expressing the red fluorescent protein TagRFP. Gadobutrol was used directly at concentrations 1.0 M aqueous solution or as a 0.7 M aqueous solution containing 5% dimethyl sulfoxide (DMSO). Gadobutrol was applied topically onto the skin above the tumors for 15 min. Tissue fluorescence was measured by using in vivo planar imaging technique. It was shown that the fluorescence intensity of tumors increased by 1.1–1.5 times in different animals under the influence of gadobutrol. The increase in intensity was more pronounced in the case of 0.7 M gadobutrol supplemented with DMSO. Apparently, the observed difference of penetration depths was due to the presence of DMSO in 0.7 M gadobutrol mixture. © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction

The planar fluorescence imaging method is based on obtaining of fluorescent images using excitation light source at epi-configuration. These methods provide a means for detecting of fluorescent signal in a living animal that reflects specific, mostly disease-related processes, such as the host immune response, inflammation, tumor growth or the presence of pathogens [1–3]. This method was successfully applied for in vivo studying of photosensitizers [4–6] or nanoparticles distribution in living animal [7, 8], for studying of various pathological processes using specific targets labeled with different fluorescent probes [2, 9]. In the case of epifluorescence imaging fluorophore molecules...
located on the surface or very close to it provide major contribution to the total intensity of fluorescence (FI). The sensitivity limit of planar imaging methods depends on the intensity of autofluorescence of the tissue [1, 2].

Here, the planar fluorescence imaging method was used to study the effectiveness of optical clearing (OC). OC is based on reducing the structural heterogeneity of biological tissue and, as a consequence, strong light scattering, mainly due to the matching of refractive indices between condensed microstructures (cell membranes and organelles, collagen and elastin fibers of the extracellular matrix) and the interstitial fluid of tissues by applying immersion solutions, the so-called optical clearing agents (OCA) [10–14]. The OCA developed for in vivo applications should have low toxicity. Thus, it is imperative that components of OCA should be well characterized and their toxicity independently investigated and verified. Among the potential components of OCA, the most promising are the compounds which are already in the clinics and are formulated for human use. In addition, to obtain tissue landmarks that aid in FI signal interpretation it is beneficial to use multimodality approaches that provide anatomical information, e.g. a combination of fluorescence and magnetic resonance imaging (MRI). In the latter case the use of OCA with paramagnetic properties could be beneficial. One of the potential OCA is gadobutrol with optical clearing properties previously proven in experiments involving optical coherent tomography, spectral and fluorescent microscopy [15].

The aim of this work was to further investigate the OC properties of MRI contrast agent gadobutrol, including its combination with a skin permeability enhancer, and to study changes of FI of tumors expressing red fluorescent protein before and after topical application of gadobutrol to perform the optimization of OC time to achieve stable IF.

2 Materials and methods

2.1 Animals and tumor model

All animal studies were performed in accordance with national requirements for the humane treatment of experimental animals. Nu/Nu mice (females, weight 19–21 g) were used in this work (Laboratory animal farm (Shemyakin–Ovchinnikov Institute of Bioorganic Chemistry of the RAS, Pushchino, Russia). Mice were housed in (HEPA)-filter-top cages in sterile barrier cabinet at 26 °C and 50% humidity; mice received autoclaved certified complete diet and sterile filtered drinking water ad libitum. Subcutaneous tumors in mice were obtained by implanting HEp2-TagRFP human carcinoma cell line constitutively expressing TagRFP marker protein as described earlier [15].

2.2 OC of tissues

Gadobutrol (Gadovist™, Bayer, Germany) was used as OCA along (at 1.0 M concentration as original formulation), as well as at a concentration of 0.7 M with an addition of 5% DMSO for improving of tissue penetration. Mice were anesthetized with a mixture of tiletamine and zolazepam (“Zoletil”, Virbac Sante Animale, France) at a concentration of 25 mg/ml each and xylazine at a concentration of 20 mg/ml (“Rometar”, Bioveta, a.s., Czech Republic). The mice were anesthetized with an intramuscular injection of 10 μl of a mixture of zoletil-rometar (1:1).

Gadobutrol was applied for 15 min onto the skin above the region of subcutaneous tumor growth and covered with a hygroscopic gauze. Then the gauze was removed and OCA residue was removed with a cotton swab. The OC effect of gadobutrol were estimated by changes in initial fluorescence intensity during 60 minutes after gadobutrol application using in vivo fluorescence imaging.

2.3 Equipment and processing of fluorescent images

Fluorescence imaging was obtained by using an iBox™ system (UVP, USA) equipped with a motorized body-positioning elevator and a set of filters for fluorescence excitation and image registration. The unit was equipped an automated BioLite™ light source system, which included a halogen lamp (150 W) and filters for excitation and registration of fluorescence and a cooled CCD camera. The system allowed to make images in white light mode (without optical filters) and fluorescence mode. In this study fluorescence was excited in the wavelength range of 502–547 nm and the registration was carried out in the range of 570–640 nm. The exposure varied from 2 to 15 sec.

Fluorescence image analysis was performed using ImageJ software (NIH, USA). For image processing tumor and skin areas were highlighted (Fig. 1). The skin (background) area was set apart from the area exposed
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Fig. 1 Images of experimental mouse in “white light” mode (a), with the selected areas (b) of the tumor (1) and skin (2).
gadobutrol. The average fluorescence intensities (FI) of tumor and skin were calculated for each mouse with subsequent normalizing of the average FI of tumor to that of skin.

3 Results and discussion

Fluorescence images of mice HEp2-TagRFP tumor are shown in Fig. 2. The unevenness of red fluorescence intensity distribution throughout the tumor can be easily distinguished on these images. There was also a visible increase of FI after the application of gadobutrol, both at 1.0 M (Fig. 1a, b) as well as 0.7 M (Fig. 1c, d) OCA. The combined results of FI measurements in all mice are shown in Tables 1 and 2.

It was shown that the fluorescence intensity of subcutaneous tumors was increased after treating the skin with gadobutrol. However, the dynamics of FI changes was dissimilar in the case of 1.0 M gadobutrol and the OCA containing gadobutrol and DMSO.

Thus, on average, the fluorescence signal in the group of mice treated with 1.0 M gadobutrol increased immediately after the application and then remained nearly unchanged for 1 h. The mice treated with 0.7 M gadobutrol supplemented with 5% DMSO showed a steady increase of FI signal throughout the entire observation period. From the results of data analysis, it was also apparent that the fluorescence intensity of the skin was nearly unchanged. This allowed to use the fluorescence of the non-treated skin area that was not exposed to gadobutrol for FI normalization (Fig. 3).

As the tabulated data (Tables 1, 2) show the mean values of FI of the tumor before gadobutrol application showed high levels of variability within the animal group. At the same time, various exposure times had to be used to avoid exceeding the dynamic range of the CCD detector. Under such experimental conditions the comparisons of the non-corrected mean FI values of the tumors and skin areas could not be performed. Thus, in the present study relative values were used to analyze the fluorescence signal intensity changes. Fig. 3 shows the change in FI relative to the initial value of FI (i.e. before OC).

Fig. 2 Fluorescence images of HEp2-TagRFP tumor before (a, c) and 30 min after gadobutrol application (b, d). Exposure to 1.0 M gadobutrol (a, b) and 0.7 M gadobutrol with 5% DMSO added (c, d).

Fig. 3 Fluorescence intensity changes in tumors and skin before and after gadobutrol application. FI after application normalized on initial FI before treating the skin with gadobutrol. Gadobutrol was applied onto the area above the tumor, and the skin area was not exposed to gadobutrol: a) 1.0 M gadobutrol treatment (n = 4); and b) 0.7 M gadobutrol treatment with the addition of 5% DMSO (n = 4, exclude mouse #5 data, see Table 2).
Table 1 Fluorescence intensity of HEp2-TagRFP tumors and the skin of the tumor-bearing mice treated with 1.0 M gadobutrol.

<table>
<thead>
<tr>
<th>Mouse #</th>
<th>Exposure time, s</th>
<th>Tissue</th>
<th>FI, a. u.</th>
<th>Before application</th>
<th>Immediately after</th>
<th>30 min</th>
<th>60 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>Tumor</td>
<td>11995</td>
<td>16696</td>
<td>14875</td>
<td>16296</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2972</td>
<td>3213</td>
<td>3314</td>
<td>2934</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Tumor</td>
<td>12212</td>
<td>13709</td>
<td>12643</td>
<td>n/d</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2972</td>
<td>2647</td>
<td>2750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>Tumor</td>
<td>14728</td>
<td>14896</td>
<td>16961</td>
<td>11895</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>3218</td>
<td>3191</td>
<td>3419</td>
<td>3495</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>Tumor</td>
<td>13625</td>
<td>16302</td>
<td>18117</td>
<td>17025</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2038</td>
<td>2060</td>
<td>2055</td>
<td>2096</td>
<td></td>
</tr>
</tbody>
</table>

n/d – not determined.

Table 2 Fluorescence intensity of HEp2-TagRFP tumors and the skin of the tumor-bearing mice treated with 0.7 M gadobutrol supplemented with 5% DMSO.

<table>
<thead>
<tr>
<th>Mouse #</th>
<th>Exposure time, s</th>
<th>Tissue</th>
<th>FI, a. u.</th>
<th>Before application</th>
<th>Immediately after</th>
<th>15 min</th>
<th>30 min</th>
<th>60 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>Tumor</td>
<td>12505</td>
<td>n/d</td>
<td>17190</td>
<td>23948</td>
<td>24316</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2132</td>
<td></td>
<td>2208</td>
<td>2781</td>
<td>2763</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Tumor</td>
<td>8790</td>
<td>n/d</td>
<td>12700</td>
<td>11142</td>
<td>n/d</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2704</td>
<td></td>
<td>2705</td>
<td>2556</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Tumor</td>
<td>23686</td>
<td>29632</td>
<td>n/d</td>
<td>28809</td>
<td>33588</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2735</td>
<td>2888</td>
<td></td>
<td>2324</td>
<td>2310</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>Tumor</td>
<td>10883</td>
<td>13319</td>
<td>n/d</td>
<td>17576</td>
<td>n/d</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>2094</td>
<td>2237</td>
<td></td>
<td>2324</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10-15*</td>
<td>Tumor</td>
<td>24611</td>
<td>22029</td>
<td>n/d</td>
<td>25327</td>
<td>22911</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Skin</td>
<td>5711</td>
<td>4163</td>
<td></td>
<td>4441</td>
<td>4594</td>
<td></td>
</tr>
</tbody>
</table>

n/d – not determined; * – before application the exposure time was 15 s, and 10 s afterwards.

Normalization of tumor FI to skin FI allowed performing mean value comparisons within a set of animals with limited number of observations. The obtained normalized fluorescence (Fn) values are shown in Table 3.

The presented data show that gadobutrol application led to the increase in Fn of the tumors (Table 3, Fig. 4).

Moreover, tumors treated with 0.7 M gadobutrol with the addition of 5% DMSO showed, on average, a distinct tendency to increased Fn in the group compared to the group of animals exposed to 1.0 M gadobutrol, 30 and 60 minutes after the optical clearing agent impact (Fig. 4).
Table 3 The effect of gadobutrol topical application on normalized fluorescence (Fn) values of HEp2-TagRFP tumor fluorescence in various animals.

| Mouse # | Before application Fn₀ | After application, Fn | | |
|---|---|---|---|
| | Immediately after | 30 min | 60 min |
| 1.0 M gadobutrol | | | |
| 1 | 4.04 | 5.20 | 4.49 | 5.55 |
| 2 | 4.11 | 5.28 | 4.60 | n/d |
| 3 | 4.56 | 4.67 | 5.0 | 3.40 |
| 4 | 6.69 | 7.92 | 8.82 | 8.12 |
| Mean* | 4.85 ± 1.25 | 5.77 ± 1.46 | 5.72 ± 2.08 | 5.69 ± 2.36 |
| 0.7 M gadobutrol with 5% DMSO added | | | |
| 1 | 3.25 | n/d | 4.36 | n/d |
| 2 | 5.87 | n/d | 8.61 | 8.80 |
| 3 | 11.31 | 13.25 | 12.39 | 14.54 |
| 4 | 3.98 | 4.61 | 3.75 | n/d |
| 5 | 4.31 | 5.29 | 5.70 | 4.99 |
| Mean* | 5.74 ± 3.26 | 7.72 ± 4.80 | 6.96 ± 3.57 | 9.44 ± 4.81 |

*Data shown as mean ±SD; n/d - not determined

Fig. 4 The changes of HEp2-TagRFP tumor normalized fluorescence (Fn) after topical application of two different gadobutrol (Gb)-containing solutions on the average for the group: 1.0 M gadobutrol (n = 4), 0.7 M gadobutrol with the addition of 5% DMSO (n = 5); F₀ – initial level of Fn (was taken as 100%) and Fn – after gadobutrol application. Data is shown as M ± SD. i.a. – immediately after application.

However, when considering the effect on each animal separately, it was noted that the dynamics of Fn changes varied in each animal (Fig. 5). Fn increased in most mice immediately after the application of gadobutrol, which facilitated selecting this observation period for further studies using gadobutrol as OCA. At the subsequent periods of observation, a decrease in Fn could be observed but afterwards an increase could be observed again.

Fig. 5 The changes of the normalized fluorescence (Fn) of the HEp2-TagRFP tumor in individual animals relative to the initial level (Fn/F₀) as a consequence of treating the tumors with: a) 1.0 M gadobutrol, b) 0.7 M gadobutrol with the addition of 5% DMSO; F₀ – initial level of Fn (was taken as 100%) and Fn – after gadobutrol application; i.a. – immediately after application.
The oscillatory pattern of OC effect could be associated with the action of the clearing agent, which sets the water in motion both in the interstitial fluid and in the connective tissue fibers themselves. We hypothesize that the OCA penetrated into the interstitial space and caused a temporary dehydration of collagen fibers, and as a result the refractive index increased in comparison to the pre-OC levels. The resultant scattering of the tissue increased slightly but then the same effect on tissue refraction occurred as a new portion of the agent approached and equalized the refractive index again [16].

In the case of fluorescent tumor, the effects on FI could be even more complicated: a drop-in intensity and a subsequent increase may be associated with the different brightness of the luminous nodes in depth of the tissue, which become more prominent with OC. These effects could result from the heterogeneity of the tumor itself (the data will be published elsewhere. Ref. [17]). Alternatively, as we showed before [18] the FI levels should be measured in various selected areas of the tumor, and not only by integrating the whole tumor volume or individual tumor nodule.

4 Conclusion

Thus, the effect of OC caused by gadobutrol topical application as a potential OCA was investigated at the macroscopic level in vivo. There was a profound effect of OC on FI causing an increase of FI of HEp2 tumors expressing red fluorescent TagRFP marker protein. The OC effect of gadobutrol was associated with its transdermal penetration into the tissue after it was applied to the skin surface. This effect can be tentatively explained by the observation made in Ref. [17], where it was shown that the T1-weighted MR signal was increased after the application of the gradient echo pulse sequences in the deeper layer of the subcutaneous tissue after the application of gadobutrol/DMSO mixtures. It was also determined that the FI increase in the tumor after gadobutrol topical application persisted for a longer time period if OCA containing 0.7 M gadobutrol was used in combination with the addition of 5% DMSO vs. 1.0 M gadobutrol solution. We associate the mechanism of the observed OC effect of gadobutrol with a high value of its refractive index [15, 19], which is influenced by its high density, molecular structure and the presence of chelated polarizable gadolinium ions. The observed effects bear similarities to those of iodine-containing aromatic compounds which have high refractive indices in solutions and are used as immersion agents in many applications, including biology, mineralogy, and others [19]. This is an assumption requiring separate experimentation, which is beyond the scope of this study.

At present, the results obtained allow us to draw the following conclusions:
1) both OCA under study containing gadobutrol cause OC effect when applied to the tumor growth area;
2) the most appropriate observation period is immediately after 15 min application for measuring fluorescence intensity after gadobutrol application;
3) 0.7 M gadobutrol with the addition of 5% DMSO is preferable over 1.0 M gadobutrol as it allows to observe the OC effect for a longer period of time.
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Abstract. Breast malignancy is the most pervasive disease and a significant reason for death in women around the world. Recently, Photonic technologies play a vital role in medical applications. This study presents an outline of recent outcomes on the magnitude of breast tissue optical properties. We established an optical system setup utilizing a hyperspectral (HS) camera with poly-chromatic source lights with wavelength (380~1050 nm) for this investigation. Measuring the diffuse reflection (Rd) of the investigated ex vivo breast sample to select the optimum spectral image to differentiate between the normal and tumor in the near infra-red and visible (NIR–VIS) spectrum. Finally, applying the custom algorithm to increase the image contrast and applying contour delineation of the malignant regions. The experimental analysis indicates key spectroscopic variations between normal tissue and malignant region in range (550~650 nm). Although, after data normalization, there was noticeable variation at three ranges (630–680 nm), (720–770 nm), and (830–880 nm). The calculated standard deviation (Şd) between the normal and cancer tissue to validate the selective ranges shows that the highest contrast at wavelength 680 nm. However, the histogram analysis illustrates that the spectral image at 600 nm was higher contrast and wavelength 400 nm was the lowest contrast from the select seven-spectral images (400, 500, 600, 700, 800, 900, 1000 nm) to avoid the processing time of the captured HS 128-frames. The proposed potential method could provide promising results on the investigated breast sample optical properties in the diagnostic applications to assist the pathologist and the surgeon. Where the optimum wavelength at 680 nm for diagnostic applications and the ideal spectral image at 600 nm discriminate between the normal and malignant tissue. © 2021 Journal of Biomedical Photonics & Engineering.

Keywords: breast cancer early detection; hyperspectral imaging system; tissue optical properties; diffuse reflectance; spectral differences algorithm; optical spectroscopy.

1 Introduction

Breast malignancy is the most predominant disease and a significant reason for death in women overall. Early determination is vital for expanding the survival rate among women with breast malignant growth [1–3]. In female patients, the most leading reason of cancer death is lung cancer. However, in females, breast cancer is mostly the leading cause of mortality [4–6]. More than 8% of women will endure this infection during their lifetime [7]. Breast cancer is a malignant tumor that is
established from cells in the breast with no symptoms in the early stages [8].

Breast-conserving medical procedure stays challenging because of the absence of clinically accessible intraoperative resection edge strategies. Consequently, in up to 37% of women going through a breast-conserving medical procedure, the tumor is found in the resection edge of the resected sample [9–12]. This is a sign of tumor residual kept unintended inside the patient, which spreads the hazards for growing the tumor recurrence and increasing the rehealing time [13]. Consequently, these patients regularly require extra treatment like radiotherapy support or a re-extraction [14]. Right now, a pathologist, who assesses the tissue under a magnifying lens, surveys the resection edge a couple of days after the medical procedure. In that capacity, no immediate input can be given to the specialist during the medical procedure [12, 15].

Conventional diagnosis techniques of histological samples depend on the manual assessment of morphological structures of samples by qualified pathologists. Recently, the utilization of computer-aided skills for improving these systems is a developing pattern to lessen the intra and inter-observer inconstancy [16]. Such innovations are expected to enhance the diagnosis, make it reproducible and quantitative, and reduce time in the assessment of the investigated samples [17, 18].

To decrease the quantity of tumor-positive resection edges, different methods for resection edge appraisal during the breast-conserving medical procedure have been proposed [19–21]. Currently, the available edge assessment methods are frozen section analysis, imprint cytology, specimen radiography, and ultrasound [7, 21–23]. Despite this, none of all these techniques could clinically extensive. With frozen section examination, tissue can be investigated in 30 min with a specificity and sensitivity of 95% and 83%. Although, the main restrictions of this method are the necessity of a qualified pathologist, the possibility of false negatives (FN), and the feasibility of examining the entire resection surface [24, 25].

The hyperspectral imaging (HSI) system is a substitutionality for biological detection and RGB imaging for its ability to segregate between various materials by utilizing both morphological and spectral characteristics [26–28]. This tool has been effectively employed to support the diagnosis of various types of histological samples, for example, blood oxygenation and microcirculation [29–31], brain cancer detection [32, 32], tissue characterization [33–38], and monitoring liver ablation [39–44], and in the field of breast cancer [15, 45–48].

The female human being breast comprises principally glandular, fat, and connective tissue, along with blood and lymphatic vessels, and it contains a few basic mammary glands (lobes), each depleting through a different lactiferous duct [49–52]. Other than blood and lymphatic vessels, the connective tissue (stroma) comprises different stromal cells and the extracellular matrix (ECM) which comprises proteins, water, and polysaccharides [53]. The ECM addresses the platform for the stromal cells as well as passes on biochemical and biophysical signs to cells. Breast malignancy development is related to changes in ECM arrangement, with inflammatory cell penetration, and separation of fibroblasts [54]. The spectral differences between the normal breast tissue and the biochemical changes of the malignant tissue which leading to these spectral features could be illustrated in Fig. A1 in the Appendix.

The red and near-infrared (NIR) light source wavelengths provide different propagation in the biological tissues regarding the other visible (VIS) spectrum. Where these sources could reach up to 10 cm thru the tissue and capable of cancer detection. Although, the NIR photons could freely path in the tissue till ~10 cm. However, the corresponding scattering is only 20–40 μm [48]. Additionally, the NIR imaging delivers a high affectability for molecular functions that are relatively near the surface. In any case, because of versatile scattering with different cellular components, NIR source light gets diffuse inside a couple of millimeters of engendering through tissue [55–57]. Finally, the main concern in this experiment was measuring the sample the diffuse reflection (Rd) to identify and characterize the explored breast sample's optical properties regarding its spectral signature, as more clarified in Fig. 1.

In the presented prospective approach, we recognized a system that could offer promising results by investigating the breast sample optical properties for diagnostic applications purposes. Although, optics in the medical sector faced several fluctuations and development depending on the optical properties of the biological tissue. However, optical medical equipment contributes by presenting strategies and making of equipment utilized in the healthcare of different claims to specialties, such as oncology, general surgery, and ophthalmology. Finally, after exploring breast tissue optical properties diffuse reflection (Rd). We could select the optimum wavelength for breast tissue in diagnostic applications to assist the pathologist during the tissue investigation and reduce the time of examination and the surgeon during the breast biopsy and Mastectomy process.

2 Materials and Methods

This experimental investigation was a part of series of consecutive research studies in early breast cancer diagnostic. Where our main objective is to select the lowest and highest contrast spectral image to apply our custom subtraction algorithm and delineate the various tumor regions [45–47].
Fig. 1 The Light Interaction (Absorption / Diffuse Reflection / Reflectance) of \textit{ex vivo} Breast Tissue Sample highlighting the Substitution of the breast Tissue Cells and its interaction with the various spectral range.

2.1 \textit{The main framework interconnections protocol could be explained as follows:}

- Sample investigation & Tissue characterization.
- HS Image for the \textit{ex vivo} breast sample.
- The measurements for sample diffuse reflection ($R_d$).
- Selection of the spectral image to differentiate between Tumor and normal regions in the diagnostic applications.
- Applying the custom algorithm to increase the image contrast (image enhancement) and delineation of the tumor regions.

Fig. 2 (a) System Setup Measuring the Optical Properties of the Diffuse Reflection ($R_d$) of the \textit{ex vivo} Breast Sample; (b) Acquired RGB images for Some Examples of the \textit{ex vivo} Breast Samples Exploited the Investigated Experiments.
The main framework of the proposed system utilizing hyperspectral HS camera (Surface Optics, SOC710, USA) incorporated with polychromatic source light (Derungs, 150 W, 385–1050 nm, Germany). Fig. 2(a) had been highlighting the schematic diagram for the exploited system to measure the investigated breast sample diffuse reflection ($R_d$), to discriminate the optimum wavelength for differentiation between the normal and tumor regions in the investigated ex vivo breast sample by exploring the optical properties of spectroscopy in the Near and visible (NIR–VIS) spectrum.

2.2 Pathology examination and sample slicing for malignant

In advance of the experimental investigation, the procedure validation was achieved from “Ain Shams University – Faculty of Medicine – Ethics Committee”. Ten patients who were encountering Breast cancer development experienced a total Mastectomy process. Subsequently, a careful examination with good evaluation, the breast tumor samples were selected from arbitrary patients, a cancer diagnosis was confirmed to the pathological report which is the ground truth for our investigation. All the patient and the investigated samples necessary data of the presented study was illustrated in Table A1 in the Appendix.

The investigated ex vivo breast samples were crudely cut into slices with approximate sizes (2.5 × 3 cm), Sample thickness 4 ~ 6 mm, then transported in icebox fill of deionized saline. The explored sample temperature 25–28 °C at lap temperature 23°C–24 °C. The samples persevered before and after the trails at (–65 ~ –75 °C) inside Lap Refrigerator (ThermoFisher Scientific, ULT2090, USA), as displayed in Fig. 2 (b).

The cancer regions were confirmed to the pathological report which is the ground truth for our investigation. Even though the pathologist could detect the cancerous breast tissues. However, this study aims to build an optical imaging system to assist the pathologist to differentiate between the normal or healthy tissue and the cancer tissue regions to reduce the time of the investigation and increasing the accuracy of the detection. Additionally, to support the surgeon in guidance during the tumor resection in real-time.

2.3 The main theory and system equations

The main block diagram of the system set up to measure the optical properties of the investigated breast samples, measuring the diffuse reflection ($R_d$) then applying the custom algorithm to increase the image contrast and delineate the tumor region of the samples, which is more identified in Fig. 3.

The transport theory is the main concept for light propagation in the tissue concerning the radiant power of the transferred light in the tissue surface [58, 59]. Where, designating the light propagation in a turbid medium is vital to illustrate optical parameters, radiance, fluence proportion, and flux [34]. The photon scattering function with the power of photons, energy, velocity in the medium, as described in a previous study [45].

Often medical applications involve the interaction of light with the tissue. The amount of light could be expressed as the irradiance $E_0$, which is realized as the radiant energy flux incident on an element of the surface, divided by the area of the surface. Apart from that incident light is reflected, and another entering the tissue is attenuated by scattering and absorption according to Beer's law, as highlighted in Eqs. (1) and (2).

![System Block diagram for light diffuse reflection ($R_d$)](image)
\[ \omega(d) = \mathcal{E}_0 (1 - R) \left( e^{-((\mu_s - \mu_a) d)} \right), \]  \tag{1} 

where \((\mu_s)\) is the scattering attenuation, \((\mu_a)\) is the absorption attenuation, and \(\omega(d)\) is the fluence rate for the un-scattered beam at position \(d\). \(\mathcal{E}_0\) is the irradiance, and \(R\) is the Fresnel surface reflection.

\[ \sigma = \frac{1}{(\mu_s + \mu_a)} = \frac{1}{\mu}, \]  \tag{2} 

where \((\mu)\) is the total attenuation coefficient and \((\sigma)\) is the penetration depth.

The light interaction of the light concerning the biological tissues is evaluated regarding the Transmission measurement \((T)\), diffuse reflection \((R_d)\), and calculated attenuation absorption \((A)\) [34], as presented in Eqs. (3) and (4).

\[ T = \frac{T_x - T_0}{T_{x-1} - T_0}; \]  \tag{3} 

\[ R_d = \frac{R_{d,x} - R_{d,x-1}}{R_{d,x} - R_{d,x-1}} \]  \tag{4} 

where the measured light intensities by diffuse reflectance/transmittance are \((\frac{R_{d,x}}{T_{x}})\) and \((\frac{R_{d,x}}{T_{x-1}})\) with the breast sample and the standard reflecting optical white plate respectively. The \(\frac{R_{d}}{T_0}\) demonstrates the captured background light intensity without a sample.

### 2.4 Spectral planning and Procurement

To capture the required HSI data, we utilized a Hyperspectral camera (Surface Optics, SOC710, USA) with a spectral resolution 4.68 nm corresponding to 600 × 502 pixels for the spectral cluster (the Cube image capturing time = 3.65 sec). The Hyperspectral camera covered overall 128 spectral clusters in range 379–1050 nm. The camera is incorporated with a lens (Schneider, 400–1000 nm, Germany). The exploited source light for the Hyperspectral image scan, polychromatic source light (Derungs, 150 W, 385–1050 nm, Germany). The image processing exploits DADISP / SE software (DSP Development Co., 6.7 B02, 2020, USA) on a personal Laptop (DELL, Intel Core i7, USA).

An essential step before capturing the investigated breast samples with the Hyperspectral camera, to capture a white (fully reflective) cube image and dark cube image (closing the camera cap) to remove the unnecessary artifacts and background noise [60], as more illustrated in Eq. (5):

\[ RF(\theta) = \frac{Si(\theta) - Di(\theta)}{Wi(\theta) - Di(\theta)} \times 100\%, \]  \tag{5} 

where \(RF(\theta)\) is the relative diffuse reflectance of the sample image, \(Si(\theta)\) is the sample cube image, \(Di(\theta)\) is the dark cube image (closing the camera cap), and \(Wi(\theta)\) is the capture a white (fully reflective) cube image.

Even though to cover the spectral range (400 to 1000 nm) we compute 128 frames with 4.68 nm resolution for each investigated breast sample. However, it is time-consuming and needs to make a lot of effort to analyze the 128 images, so from the one-dimensional (1D) signal of investigated breast samples, we optimize the wavelength ranges at which we can differentiate between the normal and the malignant to select the image around this wavelength.

Furthermore, to reduce the time of the image processing instead of the 128 frames, we examine the selection of the spectral image every 100 nm step, starting from 400 nm till 1000 nm. Where, the selected spectral images were (400, 500, 600, 700, 800, 900, 1000 nm), so we can choose the closest result wavelength. Afterward, pertaining statistical analysis (histogram) to select the optimum highest contrast and lowest contrast image. Finally, applying the custom subtraction algorithm to remove the DC background noise, image enhancement, and apply the K-mean segmentation with contour delineation of the variable threshold regions of the tumor regions in the breast sample.

Next, applying the normalization on the selected image to remove the unwanted spectral impact from the polychromatic light. The captured original images various due to the light, the irregular shape of the sample, and temperature variations, spectral images ought to be normalized including pixel normalization, as demonstrated in a previous study [46]. Then, applying the Moving average filter, the arithmetic means filter at kernel value 10 for noise reduction and image enhancement [61], as clarified in Eq. (6):

\[ f(x \times y) = \frac{1}{d} + \sum_{c} s(f \times c), \]  \tag{6} 

where \(S\) is the noisy image, \(f(x \times y)\) is the restored image, and \(f\) and \(c\) for the row and column coordinates respectively, within a window \(W\) of size \(d \times t\) where the process takes place.

Finally, to select the optimum image to distinguish between the normal and malignant regions, we pertaining statistical analysis (histogram), which is corresponding to the bar graph to graphically represents vital information for the spectral over discrete intervals [62–64], as illustrated in Eq. (7):

\[ H = \sum_{i=1}^{n} C \omega_i \times fD_i, \]  \tag{7} 

where the Area of Histogram is \((H)\), the class width is \((C \omega)\), and the frequency density is \((fD)\).

### 3 Results

In this section, we going to illustrate the fundamental investigation outcomes. The primary objective of these examinations is to highlight the system capability to discriminate between the normal and malignant tumors of investigated \textit{ex vivo} breast samples utilizing the biological tissue’s optical properties.
We established an optical imaging system exploiting a hyperspectral (HS) camera with source light at wavelength range (380–1050 nm), for measurement of breast sample light diffuse reflectance (Rd). To select the optimum wavelength which could be capable to differentiate between the normal and tumor precise regions in the ex vivo breast sample by exploring the optical properties spectroscopy in the near and visible (NIR–VIS) spectrum.

The raw data displayed in the graph of Fig. 4(a) signifies the typical spectral values of the measured diffuse reflectance (Rd) from selected points on the malignant and normal regions. Where the discrimination between the malignant and normal regions regarding the intensity versus the wavelength. However, to avoid this problem, the raw data was normalized to neglect the variation of the intensity and focusing on the spectral change to display the spectroscopic point measurements, as demonstrated in Fig. 4(b).

The experiment average outcomes demonstrated that from the raw data signal in Fig. 4(a) the lowest measured (Rd) at wavelength 400 nm and after data normalization, there was noticeable variation at three ranges (630–680 nm), (720–770 nm), and (830–880 nm). The experiment was repeated on the whole Ten investigated samples to measure the (Rd) of the normal tissue as displayed in the worksheet in Fig. A2 in the Appendix and the magnified image for the combination (Rd) signals of the tumor tissue was presented in Fig. A3 in the Appendix. Furthermore, the measured (Rd) of the tumor tissue was presented in Fig. A3 in the Appendix and the magnified image for the combination (Rd) signals of the tumor regions for the Investigated Eight-Samples regards the source light reference, as presented in Fig. A2(i) in the Appendix.

Moreover, to validate the selected optimum wavelengths range from the signal of Fig. 4(b), we calculate the Standard Deviation (Ş) between the normal and cancer tissue spectrum signature with spectral step 40 nm, which shows that the highest contrast wavelength at 680 nm, as presented in Table 1.

The Combination of the Measured (Rd) Signals of the normal tissue and the tumor regions for the investigated Ten ex vivo breast samples were displayed in Fig. A4 in the Appendix. Moreover, the descriptive analysis of the average signals of the different investigated Ten ex vivo breast samples Fig. A4 to highlight the optimum wavelength to differentiate between the Normal tissue and the Tumor regions as illustrated in Table A2 in the appendix. Where Table 1 and Table A2 show that the highest contrast at the wavelength at 680 nm and the lowest contrast at wavelength 400 nm.

To cover the band from 400 to 1000 nm, we calculate 128 frames for each investigated sample with 4.68 nm resolution. However, it’s difficult to process the 128 images, so to reduce the time of the image processing, we used the guidance data from the (1–D) signal at Fig. 4(b) and Fig. A4 in the Appendix beside the data from Table 1 and Table A2 in the Appendix. Furthermore, we examine the selection of the spectral image every 100 nm starting from 400 nm till 1000 nm. Then, applying the custom algorithm (Normalization and Moving average filter k = 10) to remove the background noise and enhance the image processing, beside neglecting the intensity effect to focus for the wavelength differentiation between the normal tissue and malignant regions, as shown in Fig. 5. We exploited the histogram analysis to select the optimum spectral image rather than the visual selection, as displayed in Fig. 5(h), Fig. 5(i), and more clarified in Fig. A5 in the Appendix.

Moreover, to validate the selected optimum wavelengths range from the signal of Fig. 4(b), we calculate the Standard Deviation (Ş) between the normal and cancer tissue spectrum signature with spectral step 40 nm, which shows that the highest contrast wavelength at 680 nm, as presented in Table 1.

The Combination of the Measured (Rd) Signals of the normal tissue and the tumor regions for the investigated Ten ex vivo breast samples were displayed in Fig. A4 in the Appendix. Moreover, the descriptive analysis of the average signals of the different investigated Ten ex vivo breast samples Fig. A4 to highlight the optimum wavelength to differentiate between the Normal tissue and the Tumor regions as illustrated in Table A2 in the appendix. Where Table 1 and Table A2 show that the highest contrast at the wavelength at 680 nm and the lowest contrast at wavelength 400 nm.

To cover the band from 400 to 1000 nm, we calculate 128 frames for each investigated sample with 4.68 nm resolution. However, it’s difficult to process the 128 images, so to reduce the time of the image processing, we used the guidance data from the (1–D) signal at Fig. 4(b) and Fig. A4 in the Appendix beside the data from Table 1 and Table A2 in the Appendix. Furthermore, we examine the selection of the spectral image every 100 nm starting from 400 nm till 1000 nm. Then, applying the custom algorithm (Normalization and Moving average filter k = 10) to remove the background noise and enhance the image processing, beside neglecting the intensity effect to focus for the wavelength differentiation between the normal tissue and malignant regions, as shown in Fig. 5. We exploited the histogram analysis to select the optimum spectral image rather than the visual selection, as displayed in Fig. 5(h), Fig. 5(i), and more clarified in Fig. A5 in the Appendix.

![Fig. 4 (a) The raw data of the diffuse reflectance (Rd) measurements of both the normal (black line) and cancer (red line) ex vivo breast sample over the whole spectrum range; (b) the diffuse reflectance (Rd) measurements after applying normalization to the raw data to neglect the intensity effect and focus on the wavelength differentiation highlighting the three noticeable ranges (630–680 nm), (720–770 nm), and (830–880 nm).](image-url)
Table 1 The measured diffuse reflectance ($R_d$) of the ex vivo breast sample of the breast tissue to highlight the highest contrast between the normal and cancer tissue at the various spectrum range.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>400</th>
<th>440</th>
<th>480</th>
<th>520</th>
<th>560</th>
<th>600</th>
<th>640</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast tissue reflection ($R_d$)</td>
<td>40.2</td>
<td>174.2</td>
<td>695.3</td>
<td>1777.9</td>
<td>2334.9</td>
<td>2420.5</td>
<td>1933.9</td>
</tr>
<tr>
<td>Cancer tissue reflection ($R_d$)</td>
<td>23.3</td>
<td>80.1</td>
<td>270.8</td>
<td>466.9</td>
<td>607.2</td>
<td>727.1</td>
<td>745.8</td>
</tr>
<tr>
<td>($\delta$) after Normalization</td>
<td>0.001</td>
<td>4.243</td>
<td>12.02</td>
<td>19.09</td>
<td>25.46</td>
<td>2.12</td>
<td>37.48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>680</th>
<th>720</th>
<th>760</th>
<th>800</th>
<th>840</th>
<th>880</th>
<th>920</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast tissue reflection ($R_d$)</td>
<td>1236.6</td>
<td>783.6</td>
<td>729.8</td>
<td>570.4</td>
<td>241.0</td>
<td>311.6</td>
<td>144.3</td>
</tr>
<tr>
<td>Cancer tissue reflection ($R_d$)</td>
<td>711.9</td>
<td>372.5</td>
<td>499.8</td>
<td>383.2</td>
<td>175.1</td>
<td>221.6</td>
<td>100.2</td>
</tr>
<tr>
<td>($\delta$) after Normalization</td>
<td>79.903</td>
<td>30.406</td>
<td>65.56</td>
<td>26.16</td>
<td>22.63</td>
<td>28.99</td>
<td>11.31</td>
</tr>
</tbody>
</table>

Fig. 5 The hyperspectral image of the investigated breast samples at wavelength range (400–1000 nm): (a) the captured ex vivo breast sample image at wavelength 400 nm, (b) wavelength 500 nm, (c) wavelength 600 nm, (d) wavelength 700 nm, (e) wavelength 800 nm, (f) wavelength 900 nm, (g) wavelength 1000 nm, (h) comparing the image contrast at wavelengths (400–800 nm) by the histogram analysis to distinguish between the normal tissue and the malignant regions, (i) the histogram analysis at wavelengths (900–1000 nm).

From the histogram analysis, we could select the optimum spectral image with the highest contrast at the wavelength (600 nm) and the lowest contrast image (400 nm) to apply our custom subtraction algorithm to remove the DC background noise, image enhancement, then apply the K-mean segmentation ($K = 8$). Finally, the contour delineation of the variable threshold regions of the tumor regions in the breast sample, as illustrated in Fig. 6. For more clarification we apply the algorithm, on the whole, investigated samples are displayed in Fig. A6, Fig. A7, and Fig. A8 in the Appendix.

4 Discussion

There are an escalating interest in enlightening breast malignant identification methods that exploiting clinical imaging devices regarding its efficient therapeutic of breast tumors depending upon its proper and early detection [9]. Essentially, we could identify malignant early before the primary tumor metastasizes [5].
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Conventional methods for pathological investigations rely on the manual examination of morphological indicators of the samples by qualified pathologists. Where computer-aided diagnostic (CAD) systems could enhance the results and minimize the time of investigations [16]. Such innovations are planned to improve the diagnosis, make it reproducible and quantitative, and reduce time consumption in the assessment of samples [18].

During recent years, numerous investigations have been executed on the early recognition of malignant growth utilizing noninvasive methods in lieu of customary excisional biopsy. The HSI technology had been exploited in the detection of gastric tumors [65, 66], prostate cancer [67], an integrated endoscopic system with a hyperspectral camera to detect colorectal cancer [68], and breast cancer [45, 47].

We established an optical system setup exploiting a hyperspectral (HS) camera with a range (400–100 nm) with poly-chromatic source lights with wavelength (380–1050 nm), as shown in Fig. 2(a). Measuring the diffuse reflection ($R_d$) of the ten-investigated ex vivo breast sample to select the optimum spectral image to differentiate between the normal and tumor in the near infra-red and visible (NIR–VIS) spectrum.

The raw data of the measured ($R_d$) for the investigated ex vivo breast sample were displayed in Fig. 4(a), which emphasize the differentiation between the normal tissue and cancer region in range (550–650 nm). However, to avoid the variations of the intensity regarding the difference of the tissue optical properties we normalized the signals. To neglect the effect of the intensity and to evaluate the wavelength differentiation of the investigated samples, we normalized the measured initial data and focused on the spectral variations, as displayed in Fig. 4(b). We noticed that the wavelength range (395–495 nm) was almost identical and the variation between the normal and cancer was barely small. Additionally, there was noticeable variation in three ranges (630–680 nm), (720–770 nm), and (830–880 nm).

The experiment was repeated on the whole ten investigated ex vivo breast samples to measure the ($R_d$) of the normal tissue as displayed in the worksheet in Fig. A2 in the Appendix. Although, the worksheet displayed only eight different signals (cannot display more than 9-windows at the same time) in Fig. A2(a) to Fig. A2(h) for sample #1 to sample #8, Consecutively. The magnified image for the combination ($R_d$) signals of the normal tissue for the investigated eight-samples regards the source light reference was shown in Fig. A2(i) in the Appendix. Furthermore, the measured ($R_d$) of the tumor tissue was presented in Fig. A3 in the Appendix and the magnified image for the combination ($R_d$) signals of the tumor regions for the investigated eight-samples regards the source light reference, as presented in Fig. A2(i) in the Appendix.

Moreover, to validate the selected optimum wavelength range from the measured signal of Fig. 4(b), avoid the variations of the intensity regarding the difference of the tissue optical properties we normalized the signals. To neglect the effect of the intensity and to evaluate the wavelength differentiation of the investigated samples, we normalized the measured initial data and focused on the spectral variations, as displayed in Fig. 4(b). We noticed that the wavelength range (395–495 nm) was almost identical and the variation between the normal and cancer was barely small. Additionally, there was noticeable variation in three ranges (630–680 nm), (720–770 nm), and (830–880 nm).

The experiment was repeated on the whole ten investigated ex vivo breast samples to measure the ($R_d$) of the normal tissue as displayed in the worksheet in Fig. A2 in the Appendix. Although, the worksheet displayed only eight different signals (cannot display more than 9-windows at the same time) in Fig. A2(a) to Fig. A2(h) for sample #1 to sample #8, Consecutively. The magnified image for the combination ($R_d$) signals of the normal tissue for the investigated eight-samples regards the source light reference was shown in Fig. A2(i) in the Appendix. Furthermore, the measured ($R_d$) of the tumor tissue was presented in Fig. A3 in the Appendix and the magnified image for the combination ($R_d$) signals of the tumor regions for the investigated eight-samples regards the source light reference, as presented in Fig. A2(i) in the Appendix.
we calculated the standard deviation ($\sigma$) between the normal and cancer tissue spectrum signature with spectral step 40 nm, as presented in Table 1. Furthermore, the combination of the measured ($R_s$) signals regarding the normal tissue and the tumor regions for the investigated ten ex vivo breast samples were displayed in Fig. A4 in the Appendix. Additionally, we calculated the descriptive analysis of the average signals from Fig. A4 to highlight the optimum wavelength for differentiation between the normal tissue and the tumor regions as illustrated in Table A2. However, Table 1 and Table A2 show that the highest contrast wavelength for differentiation at 680 nm and the lowest contrast wavelength at 400 nm.

Although to cover the band from 400 to 1000 nm, we calculate 128 frames with 4.68 nm resolution. However, it is difficult and time-consuming to process the 128 images, so to reduce the time of the image processing, we used the guidance data from the (1-D) signal at Fig. 4(b) and Fig. A4 in the Appendix beside the data from Table 1 and Table A2 in the Appendix leading to the selection of the spectral image every 100 nm step, starting from 400 nm till 1000 nm, as noticed from the investigation that 100 nm as a step in the illustrating signal was enough, so we can choose the closest result wavelength, as more clarified in Fig. 5.

After applying the custom algorithm (normalization and moving average filter $k = 10$) to remove the background noise and enhance the image processing, besides neglecting the intensity effect on the selected spectral images (400, 500, 600, 700, 800, 900, 1000 nm). We noticed visually from Fig. 5, that spectral images at wavelength 600 nm and 700 nm were in higher contrast to identifying the tumor region. However, for more validation, we exploited the histogram analysis to distinguish between the normal tissue and the malignant regions, as shown in Fig. 5(h) and Fig. 5(i) and more illustrated in Fig. A5 in the Manuscript Appendix. Where, from the histogram analysis it identifies that the spectral image at 600 nm was higher in contrast and with minimum noise in the image processing, which provides us with better information to differentiate between normal tissue and tumor regions.

Although after selecting the optimum spectral image from the histogram analysis, we apply the image processing to improve the image contrast. Where, the highest contrast image at a wavelength (600 nm), as shown in Fig. 6(a), and the lowest contrast image at a wavelength (400 nm), as shown in Fig. 6(b). Next, applying the custom subtraction algorithm to remove the DC background noise, as display in Fig. 6(c). Furthermore, applying K-mean segmentation ($K=8$), and contour delineation for the variable threshold regions of the breast tumor regions, as illustrated in Fig. 6 (d).

Finally, repeating the same previous process on the whole various investigated samples to validate the algorithm reliability and ensure its reproducibility for the given features between the various samples of the same class, as displayed in Fig. A6, Fig. A7, and Fig. A8 in the Appendix.

Although, the worksheets of the investigated sample #2, sample #3, and sample #4 identified the two high contrast images at wavelengths (600 nm and 700 nm) with respect to the lowest contrast image at wavelength 400 nm. However, after enhancing the contrast of the spectral image we noticed that the optimum image in differentiation between the normal tissue and the malignant regions was more identified at wavelength 600 nm, as shown in Fig. A6(e), Fig. A7(e), and Fig. A8(e) in the Appendix. Next, applying the subtraction algorithm on the investigated samples to highlight the contour mapping of the variable threshold regions of the tumours, as displayed in Fig. A6(i), Fig. A7(i), and Fig. A8(i) in the Appendix.

The output result of the custom algorithm on the investigated samples was validated by comparing its results with respect to the pathological report. Where, the investigated RGB image of the ex vivo breast sample #1 and sample #3 were displayed in Fig. A9(a) and Fig. A10(a), respectively in the Appendix. The result of the applied custom algorithm is shown in Fig. A (b) and Fig. A10(b) in the Appendix.

5 Conclusion

The presented approach reveals promising results regards the diagnostic applications of breast cancer to assist the pathologist and in the real-time investigations for assisting the surgeons. Where experiment results clarify that the optimum wavelength at 680 nm for diagnostic applications and the ideal spectral image at 600 nm to discriminate between the normal and malignant tissue. In Future work, we going to update the system hardware like the HS camera and expanding the source light wavelength range. Moreover, we could utilize a Q-switched pulsed laser with a custom optical system (686.9 nm) for breast tumor ablation without normal tissue damage.

Disclosures

The authors stated and declare that No funders for this study. The authors stated and declare that No conflict or competing of interests. All experimental and investigation trails was approved and validated from “Ain Shams University” – Medical College - Ethics Committee. No experimental investigation was performed on individuals within this research study. All the co-authors are agreed for the research study publication. The authors stated and declare that all data is exist and available. The authors stated and declare that all the source codes are available.
References


Appendix: Characterization of Normal and Malignant Breast Tissues utilizing Hyperspectral Images and Associated Differential Spectrum Algorithm

Fig. A1 The function and the structure of the extracellular matrix to highlight the effect of changing tissues in changing the movement of light and its reflections; (a) normal breast cell tissue; (b) tumor breast cell tissue.
Table A1 The patient data for the investigated samples exploited in the presented study.

<table>
<thead>
<tr>
<th>No</th>
<th>Patient ID</th>
<th>Age (years)</th>
<th>Breast Density</th>
<th>Breast Cancer Type</th>
<th>Pathological Report</th>
<th>Tumor Phase</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Patient#1001</td>
<td>49</td>
<td>Type D</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase I (≥4cm in diameter)</td>
<td>Score III</td>
</tr>
<tr>
<td>2</td>
<td>Patient#1002</td>
<td>53</td>
<td>Type C</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase III (&gt;4cm in diameter but confined to the breast)</td>
<td>Score II</td>
</tr>
<tr>
<td>3</td>
<td>Patient#1003</td>
<td>49</td>
<td>Type D</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase II (&lt;4cm in diameter)</td>
<td>Score I</td>
</tr>
<tr>
<td>4</td>
<td>Patient#1004</td>
<td>54</td>
<td>Type B</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase II (&lt;4cm in diameter)</td>
<td>Score II</td>
</tr>
<tr>
<td>5</td>
<td>Patient#1005</td>
<td>60</td>
<td>Type C</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase II (&lt;4cm in diameter)</td>
<td>Score I</td>
</tr>
<tr>
<td>6</td>
<td>Patient#1006</td>
<td>65</td>
<td>Type D</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase II (&lt;4cm in diameter)</td>
<td>Score I</td>
</tr>
<tr>
<td>7</td>
<td>Patient#1007</td>
<td>46</td>
<td>Type D</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase III (&gt;4cm in diameter but confined to the breast)</td>
<td>Score I</td>
</tr>
<tr>
<td>8</td>
<td>Patient#1008</td>
<td>58</td>
<td>Type D</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase II (&lt;3cm in diameter)</td>
<td>Score II</td>
</tr>
<tr>
<td>9</td>
<td>Patient#1009</td>
<td>50</td>
<td>Type B</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase I (&lt;2cm in diameter)</td>
<td>Score I</td>
</tr>
<tr>
<td>10</td>
<td>Patient#1010</td>
<td>56</td>
<td>Type C</td>
<td>Invasive Ductal Carcinoma (IDC)</td>
<td>Malignant</td>
<td>Phase III (&gt;3cm in diameter but confined to the breast)</td>
<td>Score II</td>
</tr>
</tbody>
</table>

**Tumor Score:**
Score I – Well differentiated.
Score II – Moderately differentiated.

**Tumor Phase:**
Phase I – The Breast Cancer is ≤ 2 cm diameter and the Tumor has not spread beyond the breast.
Phase II – The Breast Cancer is 2 ~4 cm diameter or malignant cells have spread to the lymph nodes in the underarm area.
Phase III – The Breast Cancer is widespread identified; however, it is confined to the breast, surrounding tissues.

**Breast Density with respect to the “American College of Radiology (ACR):**
Type A Fatty Breast.
Type B Scattered Density Breast.
Type C Heterogeneously Density Breast.
Type D Extremely Density Breast.
Fig. A2 The Worksheet for the Measured Diffuse Reflection ($R_d$) of the normal tissue for Different Eight-investigated *ex vivo* breast samples highlighting the system reliability; (a) The measured ($R_d$) for the normal tissue of Sample #1, (b) The measured ($R_d$) for the normal tissue of Sample #2, (c) The measured ($R_d$) for the normal tissue of Sample #3, (d) The measured ($R_d$) for the normal tissue of Sample #4, (e) The measured ($R_d$) for the normal tissue of Sample #5, (f) The measured ($R_d$) for the normal tissue of Sample #6, (g) The measured ($R_d$) for the normal tissue of Sample #7, (h) The measured ($R_d$) for the normal tissue of Sample #8, (i) The combination of the whole signals highlighting the measured ($R_d$) for the normal tissue of the investigated eight-samples regards the source light reference.

Fig. A2 (i) The magnified image for the combination diffuse reflection ($R_d$) signals of the normal tissue for the investigated eight-samples regards the source light reference.
Fig. A3 The worksheet for the measured diffuse reflection ($R_d$) of the tumor tissue for different eight-investigated \textit{ex vivo} breast samples highlighting the system reliability; (a) the measured ($R_d$) for the tumor tissue of Sample #1, (b) the measured ($R_d$) for the tumor tissue of Sample #2, (c) the measured ($R_d$) for the tumor tissue of Sample #3, (d) the measured ($R_d$) for the tumor tissue of Sample #4, (e) the measured ($R_d$) for the tumor tissue of Sample #5, (f) the measured ($R_d$) for the tumor tissue of Sample #6, (g) the measured ($R_d$) for the tumor tissue of Sample #7, (h) the measured ($R_d$) for the tumor tissue of Sample #8, (i) the combination of the whole signals hilighting the measured ($R_d$) for the tumor tissue of the investigated eight-samples regards the source light reference.

Fig. A3 (i) The magnified image for the combination diffuse reflection ($R_d$) signals of the tumor tissue for the investigated eight-samples regards the source light reference.
Fig. A4 The combination of the measured diffuse reflection (Rd) signals for the investigated normal tissue regions and the tumor regions of the ten ex-vivo breast samples with respect to the source light reference.

Fig. A5 The histogram of the selected spectral images, (a) spectral image of the investigated sample at wavelength 400 nm, (b) wavelength 500 nm, (c) wavelength 600 nm, (d) wavelength 700 nm, (e) wavelength 800 nm, (f) wavelength 900 nm, (g) wavelength 1000 nm, (h) the histogram analysis of the seven spectral images (400–1000 nm), (i) the histogram analysis of the spectral image at wavelength (600 nm and 700 nm).
Table A2: The descriptive analysis of the average signals of the different investigated ten *ex vivo* breast samples to highlight the optimum wavelength to differentiate between the normal tissue and the tumor regions.

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>400</th>
<th>440</th>
<th>480</th>
<th>520</th>
<th>560</th>
<th>600</th>
<th>640</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.6</td>
<td>20.2</td>
<td>80.1</td>
<td>163.5</td>
<td>211.3</td>
<td>235.8</td>
<td>220.5</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.4</td>
<td>2.3</td>
<td>3.6</td>
<td>18.7</td>
<td>23.9</td>
<td>7.6</td>
<td>24.4</td>
</tr>
<tr>
<td>Median</td>
<td>2.6</td>
<td>20.2</td>
<td>80.1</td>
<td>163.5</td>
<td>211.3</td>
<td>235.8</td>
<td>220.5</td>
</tr>
<tr>
<td>Standard Deviation ($\sigma$)</td>
<td>0.5</td>
<td>3.2</td>
<td>5.1</td>
<td>26.4</td>
<td>33.8</td>
<td>10.7</td>
<td>34.5</td>
</tr>
<tr>
<td>Sample Variance</td>
<td>0.3</td>
<td>10.5</td>
<td>25.8</td>
<td>699.6</td>
<td>1139.4</td>
<td>115.0</td>
<td>1191.7</td>
</tr>
<tr>
<td>Range</td>
<td>0.7</td>
<td>4.6</td>
<td>7.2</td>
<td>37.4</td>
<td>47.7</td>
<td>15.2</td>
<td>48.8</td>
</tr>
<tr>
<td>Minimum</td>
<td>2.2</td>
<td>17.9</td>
<td>76.6</td>
<td>144.8</td>
<td>187.4</td>
<td>228.2</td>
<td>196.1</td>
</tr>
<tr>
<td>Maximum</td>
<td>3.0</td>
<td>22.5</td>
<td>83.7</td>
<td>182.2</td>
<td>235.1</td>
<td>243.3</td>
<td>244.9</td>
</tr>
<tr>
<td>Sum</td>
<td>5.2</td>
<td>40.4</td>
<td>160.3</td>
<td>327.0</td>
<td>422.6</td>
<td>471.5</td>
<td>440.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>680</th>
<th>720</th>
<th>760</th>
<th>800</th>
<th>840</th>
<th>880</th>
<th>920</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>185.4</td>
<td>99.4</td>
<td>115.4</td>
<td>50.8</td>
<td>40.2</td>
<td>51.5</td>
<td>21.1</td>
</tr>
<tr>
<td>Standard Error</td>
<td>59.6</td>
<td>22.7</td>
<td>47.2</td>
<td>20.1</td>
<td>17.5</td>
<td>21.9</td>
<td>8.6</td>
</tr>
<tr>
<td>Median</td>
<td>185.4</td>
<td>99.4</td>
<td>115.4</td>
<td>50.8</td>
<td>40.2</td>
<td>51.5</td>
<td>21.1</td>
</tr>
<tr>
<td>Standard Deviation ($\sigma$)</td>
<td>84.3</td>
<td>32.1</td>
<td>66.8</td>
<td>28.4</td>
<td>24.8</td>
<td>31.0</td>
<td>12.2</td>
</tr>
<tr>
<td>Sample Variance</td>
<td>7101.5</td>
<td>1027.2</td>
<td>4459.2</td>
<td>807.9</td>
<td>615.2</td>
<td>963.1</td>
<td>147.7</td>
</tr>
<tr>
<td>Range</td>
<td>119.2</td>
<td>45.3</td>
<td>94.4</td>
<td>40.2</td>
<td>35.1</td>
<td>43.9</td>
<td>17.2</td>
</tr>
<tr>
<td>Minimum</td>
<td>125.8</td>
<td>76.7</td>
<td>68.2</td>
<td>30.7</td>
<td>22.7</td>
<td>29.6</td>
<td>12.5</td>
</tr>
<tr>
<td>Maximum</td>
<td>245.0</td>
<td>122.0</td>
<td>162.6</td>
<td>70.9</td>
<td>57.8</td>
<td>73.5</td>
<td>29.7</td>
</tr>
<tr>
<td>Sum</td>
<td>370.8</td>
<td>198.8</td>
<td>230.8</td>
<td>101.5</td>
<td>80.5</td>
<td>103.1</td>
<td>42.2</td>
</tr>
</tbody>
</table>
Fig. A6 The worksheet of the investigated *ex vivo* breast Sample #2 to demonstrate the reliability of the applied custom subtraction algorithm to differentiate between the normal tissue and the tumor regions, (a) the *ex vivo* breast sample at wavelength 400 nm, (b) the *ex vivo* breast sample at wavelength 600 nm, (c) the *ex vivo* breast sample at wavelength 700 nm, (d) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 400 nm, (e) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 600 nm, (f) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 700 nm, (g) the subtraction algorithm between the lowest contrast image 400 nm and the highest contrast image 600 nm, (h) the K-mean clustering and the contour mapping of the investigated image, (i) the delineation of the tumor regions applied on the *ex vivo* breast Sample #2.
Fig. A7 The worksheet of the investigated *ex vivo* breast sample #3 to demonstrate the reliability of the applied custom subtraction algorithm to differentiate between the normal tissue and the tumor regions, (a) the *ex vivo* breast sample at wavelength 400 nm, (b) the *ex vivo* breast sample at wavelength 600 nm, (c) the *ex vivo* breast sample at wavelength 700 nm, (d) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 400 nm, (e) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 600 nm, (f) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 700 nm, (g) the subtraction algorithm between the lowest contrast image 400 nm and the highest contrast image 600 nm, (h) the K-mean clustering and the contour mapping of the investigated image, (i) the delineation of the tumor regions applied on the *ex vivo* breast Sample #3.
Fig. A8 The worksheet of the investigated *ex vivo* breast Sample #4 to demonstrate the reliability of the applied custom subtraction algorithm to differentiate between the normal tissue and the tumor regions, (a) the *ex vivo* breast sample at wavelength 400 nm, (b) the *ex vivo* breast sample at wavelength 600 nm, (c) the *ex vivo* breast sample at wavelength 700 nm, (d) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 400 nm, (e) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 600 nm, (f) image enhancement and noise reduction to the scanned to the investigated sample at wavelength 700 nm, (g) the subtraction algorithm between the lowest contrast image 400 nm and the highest contrast image 600 nm, (h) the k-mean clustering and the contour mapping of the investigated image, (i) the delineation of the tumor regions applied on the *ex vivo* breast Sample #4.
Fig. A9 (a) The investigated RGB image of the ex vivo breast Sample #1, (b) the hyperspectral scan image regions after applying the custom algorithm to highlight and contour mapping the normal regions and the various tumor regions.
Fig. A10 (a) The investigated RGB image of the ex vivo breast Sample #3, (b) the contour mapping of the hyperspectral scan image after applying the custom algorithm to highlight the normal regions and the various tumor regions.
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Abstract. Current biophotonics methods cover the entire optical spectrum from the deep ultraviolet to the terahertz. To optimize such methods for diagnostic and therapeutic applications, the need to obtain the wideband dispersion of tissues is high. The pancreas is a very important organ in the human body, since it produces insulin and its malfunction may induce diabetes. A reduced number of biophotonics publications regarding the pancreas is available, meaning that studies to determine its optical properties and their variation during optical clearing treatments are necessary. Considering this fact, we used the total internal reflection method to measure the refractive index of the rabbit pancreas for wavelengths between 400 and 850 nm. The experimental results allowed to calculate the pancreas dispersion with the Cauchy, Conrady and Cornu equations. It was observed that all those equations provided good data fitting in the spectral range of the measurements, but differences were observed outside these limits. Considering the wavelength of 633 nm, the mean value from the three dispersions was 1.3521, while the one published for porcine pancreas is 1.3517. The dispersion calculated with the Conrady equation does not present a fast decreasing behavior for shorter wavelengths as the ones calculated with the Cauchy and Cornu equations, but comparing these curves with a dispersion for a tissue-like material, all seem to have good agreement. © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction

Among the various optical properties of biological tissues, the refractive index (RI) is one of the most important and fundamental, since it can be used for many biophotonics applications. If, from one hand, the RI can be a practical measurement to mark pathologies [1–3], it is needed, on the other hand, to estimate the other optical properties through inverse simulations [4], to correct optical coherence tomography (OCT) or microscopy.
images [5–7] and to optimize light tissue interactions in diagnostic or treatment procedures [8–10].

Clinical applications of light can be made at various wavelengths within a very wide spectral range that goes from the deep ultraviolet (UV) to the terahertz (THz) [11]. Consequently, the determination of tissue’s dispersions for a broad range of wavelengths is of great interest.

The evaluation of tissues’ dispersions is also of great interest for the application of optical clearing (OC) treatments, since the exchange of interstitial tissue water by an optical clearing agent (OCA) induces RI variations that will be responsible for the light scattering decrease and consequent increase in tissue transparency [12]. For such particular application, the knowledge of the tissue dispersion and of the dispersions of its components is highly important [13, 14].

While in the THz range, direct RI measurement of biological tissues and OCAs for a wide spectral range is possible [15, 16], in the ultraviolet-near infrared (UV–NIR) range such methodology is not possible, and dispersion calculations must be made from discrete measurements [4, 17–19]. There are some distinct methods to measure the RI of biological samples at discrete wavelengths, such as the ones based on interferometer or ellipsometer setups [20], but the most commonly used nowadays are the ones that use multi-wavelength refractometers [18] or the total internal reflection setup to be used with various lasers at different wavelengths [21]. Other techniques to measure the RI of biological tissues and the importance of these measurements for optical diagnosis have also been recently described [22]. Although the multi-wavelength refractometers provide results with better precision, the setup based on the total internal reflection method can be easily implemented in any optics laboratory at a reduced cost. Another benefit of this method is that additional wavelengths can be selected for measurement, provided that lasers are available at those wavelengths. The total internal reflection was first proposed by Li and Xie in 1996 to measure the RI of biological tissues [21], and it has been widely used since then to measure the RI and estimate the correspondent dispersions for various tissues, such as human normal and pathological colorectal tissues [23, 24], human normal and pathological liver tissues [19, 25], porcine skin [26], or human skin [27]. An improvement to this setup was presented by Deng et al in 2015 [28], which allows a fast determination of the continuous wavelength dependence of the biological materials’ RI for a limited spectral range. Such setup, uses a broad-band xenon lamp and a spectrometer to perform measurements [29], making it beneficial for a fast dispersion calculation, but it uses more expensive instrumentation.

Pancreas is an organ that plays an important role in human and animal physiology. It is responsible for the production of insulin that prevents the occurrence of diabetes [30]. Pancreatic cancer, on the other hand, although rare, has presented an increasing number of cases over the years [31]. Due to the lack of early-diagnostic and treatment procedures, the pancreatic cancer is highly lethal. Although some reviews on treatment methods for this pathology have been carried out, the results have been disappointing [32]. Pancreatic ductal adenocarcinoma (PDAC) is the type of cancer with the most lethal malignancies in humans, where a huge percentage of the patients presents an advanced stage and a life expectancy less than 1 year after diagnosis. This problem is largely due to the low number of immunotherapy and drug approaches that target driver mutations [33]. An identification of the risk factors and an early diagnosis are very important to improve overall survival. There are some risk factors that have been reported, like the pancreatic duct dilation, chronic pancreatitis, pancreatic cyst, intraductal papillary mucinous neoplasia (IPMN), and the deterioration of diabetes mellitus [34]. In comparison to other cancers, pancreatic cancer has a wide range of metastatic diseases, like carcinomas at the time of diagnosis, from localized 1–2 cm primary tumors to diffuse carcinomatosis within and outside the abdomen [35].

Regarding biophotonics, pancreas is one of the biological organs that is less studied. From the few optical studies on pancreas, there is one regarding OCT imaging of pancreas with needles for in-depth image acquisition [36], and another that suggests the potential of tissue optical spectroscopy to characterize the human pre-cancerous neoplasms in human pancreatic tissues [37]. A third study has been reported [38], showing the visible spectra for the measured fluorescence and for the estimated absorption and reduced scattering coefficients from human pancreatic tissues (normal, adenocarcinoma and pancreatitis) for comparison.

More recently, two other pancreas-related papers have been published. These papers [39, 40], report on studies about blood microcirculation and blood flow monitoring in rat pancreas with alloxan diabetes by laser speckle contrast imaging, and show that the disease development in animals induces changes in the microcirculatory system response to the application of optical clearing solutions.

The improvement of such techniques or the development of new optical approaches for pancreas imaging or spectroscopy, with particular interest in the early pancreatic cancer detection, can be achieved with the help of OC treatments. To proceed with the study of pancreas tissues under OC treatments, it is necessary to evaluate its optical properties, especially its RI for a wide spectral range. Only after obtaining such data, the variations induced by OC treatments can be truly evaluated.

Regarding the evaluation of the RI of pancreas, only two studies have been published so far. One presents the RI of porcine pancreas for 632.8 nm at 20 ± 2 °C [41] and the other presents the calculated dispersion for human pancreas at 25 °C between 450 and 1550 nm [42].

In the present study, we measured the RI of rabbit pancreas tissues at wavelengths in the visible and NIR and calculated the corresponding dispersion for this
spectral range. The methodology used in this study is described in Section 2, and the obtained results and discussion are presented in Section 3.

2 Materials and methods

In order to measure the refractive index of the pancreas, at different wavelengths, and calculate its dispersion, the total internal reflection method was used [23, 24]. The sample preparation, experimental methodology and dispersion calculation are described in the following subsections.

2.1 Tissue samples

The pancreas of three recently sacrificed rabbits were dissected and frozen for 24 h. Fig. 1 shows one of those pancreas.

![Fig. 1 One of the rabbit pancreas used in the RI measurements during thawing at room temperature.](image1)

One tissue sample with $1 \text{ cm} \times 1 \text{ cm} \times 3 \text{ mm}$ was taken from each of the three rabbit pancreas, while they were still frozen. All the samples were prepared with a thickness of $3 \text{ mm}$ and completely flat and uniform surfaces to perfectly adhere to the prism surface, without creating air bubbles in-between. These samples were kept in saline for 10 min and then were cleaned to remove outside remains of the solution.

2.2 Measurement procedure

Each sample was submitted to measurements with different lasers to obtain the pancreas RI at discrete wavelengths in the visible and NIR range.

The lasers used in this study had emission wavelengths at 401.4, 534.6, 626.6, 782.1, 820.8, and 850.7 nm. All these lasers are laser diodes from Edmund Optics, with the exception of the 534.6 nm and 626.6 nm lasers. The 534.6 nm laser is from Kvant (Slovakia) and the 626.6 nm laser is from Pasco (USA). The emitting power of all lasers was 5 mW or less and their emitting wavelengths were verified with a spectrometer from AvantesTM.

For a particular set of measurements with a particular tissue sample and a particular laser, the tissue sample was placed in perfect contact with the base of the prism in the internal reflection setup (see Fig. 2).

A laser emitting at a particular wavelength entered the prism by another surface, where by refraction, was redirected to the prism/tissue interface. A reflected beam at this interface exited the prism through the third interface, where a detector (laser power sensor from Coherent with spectral range from 0.15 µm to 11 µm) connected to an electrical voltmeter (from Wavetek Meterman) was placed to collect the signal.

The prism was placed over a rotating stage (constructed in our lab – see Fig. 2), which allowed to vary the angle of incidence of the beam over the setup. As the incidence angle varied, the detector was also rotated to detect the reflected beam at each angular position.

![Fig. 2 Total internal reflection setup for RI measurements.](image2)

The dispersion prism used in these measurements is a SCHOTT N-SF11 prism acquired from Edmund Optics, with a wavelength dependence for its RI as presented in Fig. 3.

![Fig. 3 Refractive index as a function of wavelength for the N-SF11 dispersion prism.](image3)

The curve presented in Fig. 3 is described by the Sellmeier equation [43], at 20 °C:

$$n^2 - 1 = \frac{K_1 \lambda^2}{\lambda^2 - L_1} + \frac{K_2 \lambda^2}{\lambda^2 - L_2} + \frac{K_3 \lambda^2}{\lambda^2 - L_3}$$

(1)

where the Sellmeier coefficients have the following values for the SCHOTT N-SF11 glass: $K_1 = 1.7376$, $K_2 = 0.3137$, $K_3 = 1.8988$, $L_1 = 0.0132$, $L_2 = 0.0623$, and
was made according to [25]:

its first derivative

Eq. (1), $K_1$, $K_2$ and $K_3$ are dimensionless coefficients, without units, while $L_1$, $L_2$ and $L_3$ are represented in μm$^2$.

Three sets of measurements were performed for each laser, one per tissue sample. In each individual study, temperature was kept constant at 20 °C, and the following measuring procedure was performed:

1. The sample was placed in perfect contact with the prism base (see Fig. 2).
2. Illumination of the setup was made with the laser beam through one side of the prism.
3. The reflected beam was collected with a photocell, connected to a voltmeter to read the electrical potential.
4. This measuring procedure was repeated for several incidence angles ($\alpha$) between the incident laser beam and the normal to the air/prism interface. The angular resolution for these measurements was 1°.

Such procedure was repeated for the other lasers. The collected data from each set of measurements needed to be submitted to calculations to obtain the RI of pancreas at the wavelengths of the lasers used. The following subsection describes these calculations.

### 2.3 RI calculations

Considering Fig. 2, and since the incident and reflected angles for the beam can only be measured outside the prism, at the prism/air interfaces, the Snell-Descartes equation needed to be used to convert the angle of the incident (or reflected) beam as measured outside the prism ($\alpha$) to the incident (or reflected) angle at the prism/tissue interface ($\theta$) [44]:

$$\theta = \beta - \arcsin \left[ \frac{1}{n_{\text{prism}}} \times \sin (\alpha) \right],$$

with $\beta$ representing the internal angle of the prism (60° in our case) and $n_{\text{prism}}$ representing the RI of the prism at the wavelength of the laser in use (see Fig. 3).

Considering the electrical potential measurements and the corresponding angles at the prism/tissue interface, as obtained with Eq. (2), a reflectance curve was calculated as [25]:

$$R(\theta) = \frac{V(\theta) - V_{\text{noise}}}{V_{\text{laser}} - V_{\text{noise}}},$$

with the potential measured at angle $\theta$ represented by $V(\theta)$, the potential measured with background light represented by $V_{\text{noise}}$ and the potential measured directly from the laser represented by $V_{\text{laser}}$.

Once the reflectance curve was calculated with Eq. (3), the critical angle of reflection ($\theta_c$) needed to be obtained from it. To identify such angle from the curve, its first derivative was first calculated. Such calculation was made according to [25]:

$$\text{deriv}(\theta) = \frac{R(\theta) - R(\theta_{i-1})}{\theta_i - \theta_{i-1}},$$

where $\theta_i$ and $\theta_{i-1}$ are the consecutive angles of measurement and $R(\theta_i)$ and $R(\theta_{i-1})$ are the corresponding reflectance at those angles. As previously observed in other studies [23, 24], those derivatives will present a strong peak, whose central angle identifies the critical angle for each set of measurements.

By representing the curve for the first derivative, the value of $\theta_c$ was identified and then used in Eq. (5) to calculate the RI of the pancreas ($n_{\text{tissue}}$) at the laser wavelength [7]:

$$n_{\text{tissue}}(\lambda) = n_{\text{prism}}(\lambda) \times \sin (\theta_c).$$

Since three sets of measurements were performed with a particular laser, mean and standard deviation values for $n_{\text{tissue}}$ provide higher accuracy and describe data dispersion between samples [7, 25].

Such calculation procedure was performed for each laser used in the RI measurements, so that the mean $n_{\text{tissue}}$ values can be fitted with appropriate curves to obtain pancreas dispersion.

According to literature [2, 3, 7, 12, 18, 23–25, 27, 42], the most common dispersion equations to fit discrete RI data from biological tissues are the Cauchy (Eq. (6)), the Conrady (Eq. (7)) and the Cornu (Eq. (8)) equations [7, 25]:

$$n_{\text{tissue}}(\lambda) = A + \frac{B}{\lambda^2 + C^2},$$

$$n_{\text{tissue}}(\lambda) = A + \frac{B}{\lambda} + \frac{C}{\lambda^2},$$

$$n_{\text{tissue}}(\lambda) = A + \frac{B}{(\lambda - C)^2},$$

where $A$, $B$ and $C$ are the Cauchy, Conrady, or Cornu parameters, that are obtained during the fitting of the experimental data.

All these curves were tested to fit the experimental RI data obtained for pancreas. Such data fittings were made using the Curve Fitting Tool (CFTOOL) of MATLAB™.

The results obtained and their discussion are presented next.

### 3 Results and discussion

After performing all experimental measurements, we started by calculating the reflectance curves for each set of measurements with each laser. Those reflectance curves, as calculated with Eq. (3), are presented in Fig. 4.

Using Eq. (4), we calculated the first derivative of the reflectance curves presented in Fig. 4 to obtain the values of $\theta_c$. Those curves are presented in Fig. 5 for the measurements with each laser.
Fig. 4 Reflectance curves for the studies with the: 401.4 nm (a), 534.6 nm (b), 626.6 nm (c), 782.1 nm (d), 820.8 nm (e) and 850.7 nm (f) lasers.

Fig. 5 First derivative of the reflectance curves for the studies with the: 401.4 nm (a), 534.6 nm (b), 626.6 nm (c), 782.1 nm (d), 820.8 nm (e) and 850.7 nm (f) lasers.
The values of $\theta$, as obtained from the graphs in Fig. 5 are presented in Table 1.

Using the $\theta$ values presented in Table 1 in Eq. (5), we calculated the corresponding $n_{\text{tissue}}$ values. Those values, the mean and SD for each laser wavelength are presented in Table 2.

Using the CFTOOL in MATLAB, we fitted the mean RI values in Table 2 with the Eqs. (6), (7) and (8) for comparison. Fig. 6 presents such calculated dispersions for the spectral range of the experimental measurements (401–851 nm), along with some data for pancreas RI as collected from literature [41, 42].

Table 1 $\theta$, (deg) per measurement.

<table>
<thead>
<tr>
<th>Laser</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
</tr>
</thead>
<tbody>
<tr>
<td>401.4 nm</td>
<td>47.9</td>
<td>47.7</td>
<td>47.5</td>
</tr>
<tr>
<td>534.6 nm</td>
<td>49.0</td>
<td>49.3</td>
<td>48.8</td>
</tr>
<tr>
<td>626.6 nm</td>
<td>49.3</td>
<td>49.5</td>
<td>49.7</td>
</tr>
<tr>
<td>782.1 nm</td>
<td>50.1</td>
<td>49.8</td>
<td>49.4</td>
</tr>
<tr>
<td>820.8 nm</td>
<td>49.6</td>
<td>49.7</td>
<td>50.3</td>
</tr>
<tr>
<td>850.7 nm</td>
<td>49.5</td>
<td>49.9</td>
<td>50.2</td>
</tr>
</tbody>
</table>

Table 2 Calculated $n_{\text{tissue}}$ data for each laser wavelength.

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>401.4</td>
<td>1.3688</td>
<td>1.3643</td>
<td>1.3604</td>
<td>1.3645</td>
<td>0.0042</td>
</tr>
<tr>
<td>534.6</td>
<td>1.3542</td>
<td>1.3612</td>
<td>1.3499</td>
<td>1.3551</td>
<td>0.0057</td>
</tr>
<tr>
<td>626.6</td>
<td>1.3491</td>
<td>1.3521</td>
<td>1.3572</td>
<td>1.3528</td>
<td>0.0041</td>
</tr>
<tr>
<td>782.1</td>
<td>1.3411</td>
<td>1.3489</td>
<td>1.3552</td>
<td>1.3484</td>
<td>0.0071</td>
</tr>
<tr>
<td>820.8</td>
<td>1.3429</td>
<td>1.3447</td>
<td>1.3560</td>
<td>1.3479</td>
<td>0.0071</td>
</tr>
<tr>
<td>850.7</td>
<td>1.3409</td>
<td>1.3474</td>
<td>1.3537</td>
<td>1.3473</td>
<td>0.0064</td>
</tr>
</tbody>
</table>

Fig. 6 Mean $n_{\text{tissue}}$ data and calculated dispersions.

Fig. 6 shows that all curves provide good fitting of our experimental data for this range. All the calculated curves fall within the SD bars for each laser wavelength.

Such SD bars present higher values for the longer wavelengths, already inside the NIR, a fact that is correlated with the visual difficulty in the alignment of invisible laser beams during measurements.

The calculated equations that describe the dispersions represented in Fig. 6 were the following:

\[
n_{\text{tissue}}(\lambda) = 1.343 + \frac{3542}{\lambda^2} + \frac{0.1576}{\lambda^4} \quad (\text{Cauchy}), \tag{9}
\]

\[
n_{\text{tissue}}(\lambda) = 1.332 + \frac{12.86}{\lambda} + \frac{0.1576}{\lambda^3} \quad (\text{Conrady}), \tag{10}
\]

\[
n_{\text{tissue}}(\lambda) = 1.337 + \frac{7.915}{(\lambda - 117)} \quad (\text{Cornu}). \tag{11}
\]

The R-square values obtained in these fittings were: 0.994 (Cauchy and Conrady) and 0.997 (Cornu).

Comparing the data in these curves with data in literature, we see that the rabbit pancreas has a similar RI to the one from porcine pancreas at 633 nm $\pm$ 1.3521 for rabbit (our study) and 1.3517 for porcine (Ref. [41]). Since the two results were obtained at 20 °C, their similarity makes perfect sense. Comparing our data with the human pancreas dispersion published in Ref. [42], which was calculated with only the first two terms in Eq. (6), our values within the visible–NIR range are higher, but we need to consider the difference in temperatures between studies.

As indicated in the introduction, the knowledge of tissue dispersion from the deep-UV to the infrared is highly important for a wide range of applications. Due to this interest, we extended the calculated dispersions to the spectral range between 200 and 1000 nm and looked in literature to find dispersions of tissues or tissue-like materials for comparison.

The only data for tissue or tissue-like dispersion that we could find for that spectral range, corresponds to histologic rat liver sections, which were initially fixed in Bouin’s, Zenker’s or Carnoy’s fluid, then embedded and cut in paraffin and later deparaffinized in xylene [45]. Xylene is known as an OCA, and is also known to be toxic [46], meaning that the histologic preparation of those samples have altered the native dispersion of the liver sections. These changes are due to two processes. First, by embedding the liver samples in paraffin, a dehydration of the samples occurs, leading to an increase of the entire dispersion. Second, by deparaffinizing the samples in xylene leads to a RI matching mechanism, which further increases the sample’s dispersion, in particular in the deep-UV, where the RI of proteins is bigger.

Although these changes occurred in the liver’s dispersion, the contributions of collagen, DNA and hemoglobin to that dispersion remained unchanged, meaning that it is still the better approximation available in literature for the spectral range of interest. Retrieving that dispersion from Ref. [45], we modified its scale factor and baseline to match our experimental results for normally hydrated soft tissue (the complete rat liver...
dispersion was multiplied by 0.34 and then we added 0.83 to it). By multiplying by 0.34, we reversed the dehydration and RI matching effects in a certain extent. Different values were tried in this rescaling process, but the ones indicated above were the ones that provided the best match to our experimental data.

To have a wide-band view, such rescaled dispersion and the calculated dispersions for the rabbit pancreas are presented in Fig. 7 for comparison.

![Fig. 7 Various dispersions for comparison.](image)

Analyzing the various curves in Fig. 7, we see that the adjusted dispersion from rat histologic sections is also a good fit to our experimental data between 401 and 851 nm. It is also contained within the SD bars of our experimental data. For longer wavelengths, such adjusted dispersion is in better agreement with the Cauchy and Cornu dispersions, while in the deep-UV it falls almost in the middle of the calculated Conrady and the Cauchy/Cornu dispersions. Such positioning of the rescaled rat liver dispersion in-between the Conrady and the Cauchy/Cornu dispersions may be related to the RI matching of proteins, which was not completely reversed by our mathematical arrangement.

This means that, considering the UV-range, where major differences are observed, we cannot be sure which of the calculated dispersions for the pancreas is the more precise. They all may have equal probability to describe the pancreas dispersion in this range. To be sure, further studies are necessary. One possible approximation to get accurate dispersion for pancreas in the UV range is to obtain the spectrum of the absorption coefficient of pancreas and then through Kramers-Kronig (K-K) relations, calculate the real part of the RI [47]

\[
\kappa(\lambda) = \frac{\lambda}{4\pi} \mu_\kappa(\lambda). \quad (12)
\]

After calculating \(\kappa(\lambda)\), the real part of pancreas RI \(n_{\text{tissue}}(\lambda)\) can be calculated through the following K-K relation [47,48]:

\[
n_{\text{tissue}}(\lambda) = 1 + \frac{2}{\pi} \frac{\lambda}{\Lambda} \int_{\lambda}^{\infty} \frac{\kappa(\lambda') \lambda'^2}{\lambda'^2 - \lambda^2} \, d\Lambda, \quad (13)
\]

with \(\Lambda\) representing the integrating variable and \(\lambda\) representing a fixed wavelength that can be tuned for better vertical adjustment of the calculated dispersion to the one obtained from discrete data. In previous studies that we have made for other tissues [4, 13, 14, 19], we observed that by tuning \(\lambda\), a better vertical alignment was obtained between the dispersion that results from calculations with Eqs. (12) and (13) and the dispersion that was calculated from discrete RI measurements.

This better adjustment is obtained if some dispersion, even for a shorter spectral range, such as the one obtained from discrete measurements through the total internal reflectance is available [4, 13].

Returning to the calculated dispersions for pancreas, as presented in Fig. 6 and described by Eqs. (9), (10), and (11), and considering only the wavelength range between 401 and 851, they all provide a good fit of our experimental data.

4 Conclusion

The RI values of rabbit pancreas were obtained from measurements acquired with the total internal reflection setup.

Three dispersion curves were calculated using the most common equations to fit discrete RI data from biological tissues: the Cauchy, the Conrady and the Cornu equations. All these curves fit the experimental data well in the visible-NIR range, but in the UV range, the curves calculated with the Cauchy and the Cornu equations present a faster decrease with wavelength than the one calculated with the Conrady equation. Such difference motivates further studies to inquire which of these curves provides an accurate fitting for the pancreas dispersion in the UV range.

For visible wavelengths, our data fits well with published data for porcine pancreas, although a single value for 633 nm is available in literature. A comparison with data in literature for human pancreas shows some significant differences, which are probably related to the difference in temperatures used in both studies.

After calculating the three dispersion curves that fit our data, it is our plan to continue this research with rabbit pancreas by perform spectral measurements to estimate the wavelength dependence of the optical properties of this tissue from the deep-UV to the NIR. In
those estimations, we will use the $\mu_r(\lambda)$ of the pancreas to calculate real dispersion through the K-K relations. We will use that dispersion to compare with the ones obtained in this study to check which one is the best. After such selection is made, we intend to use the selected pancreas dispersion in further studies that involve OC treatments.
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Modeling of 980 nm and 1470 nm Laser Radiation Absorbance Efficiency in the Blood Vessel Depending on the Structure of Titanium–Containing Optothermal Fiber Converter

Do Thanh Tung, Andrey V. Belikov, and Yulia V. Semyashkina*
ITMO University, 49 Kronverksky av., Saint Petersburg 197101, Russian Federation
*e-mail: yvsemyashkina@mail.ru

Abstract. Using quartz fiber with titanium-containing optothermal fiber converter (TOTFC) is promising in endovenous laser coagulation (EVLA) for the treatment of varicose veins. This study aims to research the variation in the optical properties of TOTFC as its microstructure changes under the condition that TiO$_2$ spheres inside converter are arranged in such a way that the Mie theory approximation can be applied. The absorbance efficiency of laser energy with 980 nm and 1470 nm wavelengths for TOTFC has been calculated. Optical multidimensional simulation for the EVLA process was developed and calculated. The optimal ranges of microstructure’s parameters for TOTFC in the EVLA process were discussed. © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction

Optothermal fiber converter (OTFC) generated on the distal end of the quartz fiber combined with a laser source has shown advantages for medical surgeries [1]. The use of such converters makes it possible to efficiently process (coagulate, cut, evaporate, etc.) soft biological tissues at different laser wavelengths of laser radiation [2]. Researchers have also confirmed the OTFC is highly effective in the treatment of soft tissue [3, 4]. One of their recent prospects is used in the treatment of varicose veins by endovascular laser coagulation (EVLA) method.

Widely known for treating varicose veins, EVLA uses a puncture in the vein and inserts quartz fiber into the vein. After the laser source is turned on at the suitable wavelength, the fiber is pulled at a speed of several mm/s [5]. Laser radiation with different wavelengths including 980 nm and 1470 nm is used for endovascular laser coagulation [6, 7]. Of course, an anesthetic is injected during the procedure to avoid causing pain to the patient. As a result of laser radiation interactions, the vein vessel wall is heated up to 80 °C and above, that leads to collagen fiber deformation, coagulation, and collapse of the vein [8]. When clear quartz fiber is used, a carbon layer is formed at the tip due to carbonized blood and can be heated to 1200 °C [9, 10]. The high temperature of the tip will easily lead to damage on the vein wall vessel, at the same time, the tip of the fiber is often deformed and broken down. One promising solution to overcome is to use the OTFC on the distal end of optical fiber.

Many types of converters have been fabricated for effective transformation of laser radiation to the heat [11, 12]. Among them, there is the titanium-containing optothermal fiber converter (TOTFC), which is created using of original technology based on 3-stage process. Fabrication technology and structure of TOTFC are described in detail in studies [11, 13] with the microstructure is made up of homogeneous TiO$_2$ spheres immersed in silica medium. TOTFC shows its good advantages and more suits to other materials in the EVLA process. Using quartz fiber optics with TOTFC makes it easy to control the input parameters in EVLA to help the temperature on the vessel wall reach 80 °C and minimize damage [13–15]. TOTFC has a spherical shape with a smooth surface that makes it easy to put quartz fiber with converter inside blood vessels without causing damage.
Besides, TOTFC is resistant to deformation when laser-heated, as it is capable of being heated up to 2700 °C in air without being destroyed [11]. TOTFC has a strong mechanical connection with optical fiber [11]. Unfortunately, the correlation between the microstructure of TOTFC and its optical properties, as well as the influence of this microstructure to the absorption in converter and in blood vessel of laser radiation with 980 nm and 1470 nm wavelengths of lasers widely used in EVLA has not been studied [7, 10, 15, 16]. We believe that wavelength for EVLA will be a wavelength for which the absorption in the converter will be maximum. On the one hand, this will reduce the power of the laser source necessary for the converter to reach the specified temperature (enough for EVLA), and, on the other hand, it will reduce the risk of unwanted radiation exposure to the vessel wall because laser radiation is not absorbed in the converter, that will lead to an increase in the efficiency and safety of the procedure.

The aim of this study is to find out and evaluate the dependence of TOTFC’s optical parameters and light absorbance efficiency at 980 nm and 1470 nm wavelengths on microstructure of converter when the distribution of the TiO$_2$ spheres inside the converter allows one to apply an approximation of the Mie theory, evaluate the possibility to appear of radiation on the inner vessel wall surface for these two wavelengths in the EVLA procedure and determine the possible optimal for EVLA at 980 nm and 1470 nm wavelengths the parameters of microstructures of TOTFC.

2 Materials and methods

The TOTFC fabrication technology is described in detail in the studies [11, 13]. As the result of fabrication according to this technology, TOTFC is composed of titanium dioxide (TiO$_2$) spheres with a constant diameter of 1.2 μm and surrounded by silica (SiO$_2$), forming cubes of equal size (Fig. 1a). The converter has a strong mechanical connection to a quartz fiber of 440 μm diameter.

The volume fraction of spheres in medium (k) characterizes changes in the microstructure of TOTFC is defined by formula:

$$k = \frac{V_{TiO_2}}{V_{cube}} = \frac{\pi d_{sph}^3}{6 e^3}$$

(1)

where $d_{sph}$ — the diameter of the TiO$_2$ sphere (constant and equals 1.2 μm), e is a side dimension of the cube.

The microstructure of TOTFC will change if the value k changes, the volume of silica will decrease as k increases. Examples of the microstructures of TOTFC for different values of k are shown in Fig. 1b. When $k = 0$, at this time TOTFC will be completely quartz.

Mie scattering theory is the scattering theory of electromagnetic waves by homogeneous spheres used to calculate the optical properties of materials or substances containing particles in many cases, and its approximation has been confirmed by experimental measurement [17, 18]. Even the particles are not necessarily spherical as in the study [19], and they are not perfectly uniformly arranged in the medium, or in other words, the distance between particles is different. Likewise, TOTFC was generated with homogeneous TiO$_2$ spheres that were relatively uniformly distributed in silica medium. The ratio of the volume of TiO$_2$ to silica is one of the standards in TOTFC fabrication. As mentioned above about the structure of TOTFC, by dividing TOTFC's volume by the number of TiO$_2$ particles, it is easy to find out the structure of a silica cube containing a single TiO$_2$ sphere embedded within it (as shown in the Fig. 1b).

![Fig. 1 Structural model of TOTFC (a) and illustration of microstructural changes for various volume fraction of spheres (k) in TOTFC (b).](image)
the spheres cannot ignore the interaction between them, especially the scattering angle [26–28].

According to study [29], using a discrete dipole approximation has shown the criterion for independent scattering when the following condition are met:

$$\frac{\theta}{a} \geq \frac{2 x}{\lambda},$$  \hspace{1cm} (2)

where \( h \) – distance between the particles (surface to surface), \( a \) – radius of each sphere, \( x \) – sphere size parameter is defined as:

$$x = \frac{2\pi a}{\lambda}.$$  \hspace{1cm} (3)

Thus, for \( \lambda = 980 \) nm the independent scattering approximation is satisfied at \( k \leq 0.26 \), and for \( \lambda = 1470 \) nm the independent scattering approximation is satisfied at \( k \leq 0.2 \). A task about independent scattering particles has also been theoretically calculated and experimentally carried out in Ref. [30] up to a volume particle concentration of 0.227, although the wavelength of the incident rays is 1.5 times greater than the diameter of particles. The computation of the electromagnetic waves transferred under dependent scattering condition when \( k \) is outside the above ranges is complex, and it is out of the scope of this paper. Following Liou in Ref. [24], a complementary theory of Mie scattering has been developed for a sample of spherical particles under independent scattering condition. Whereby, when the minimum radius of particles \( a_1 \) is asymptotic to the maximum radius \( a_2 \), the scattering phase matrix for a sample of particles is equal to the scattering phase matrix for an isolated particle. In other words, when the radius of all spheres is similar, the scattering intensity of a sample of particles can be calculated by predicting for an isolating sphere. Therefore, with the above description of the TOTFC microstructure, Mie scattering theory can be applied if \( k \leq 0.26 \) for \( \lambda = 980 \) nm and \( k \leq 0.2 \) for \( \lambda = 1470 \) nm.

According to the formula given in studies [20, 21, 32], TOTFC’s optical properties are defined by:

$$\mu_a = \frac{1}{4} n d_{sph}^2 Q_{abs},$$  \hspace{1cm} (4)

$$\mu_s = \frac{1}{4} n d_{sph}^2 Q_{scatt},$$  \hspace{1cm} (5)

$$Q_{ext} = Q_{scatt} + Q_{abs},$$  \hspace{1cm} (6)

where \( \mu_a, \mu_s \) – the absorption and scattering coefficients of TOTFC, respectively. \( Q_{scatt} \) – the scattering efficiency follows from the integration of the scattered power over all directions, and \( Q_{abs} \) – the extinction efficiency follows from the Extinction Theorem, leading to:

$$Q_{ext} = \frac{2}{\alpha^2} \sum_{n=1}^{\infty} (2n+1) \left( |a_n|^2 + |b_n|^2 \right),$$  \hspace{1cm} (7)

$$Q_{ext} = \frac{2}{\alpha^2} \sum_{n=1}^{\infty} (2n+1) \Re(a_n + b_n),$$  \hspace{1cm} (8)

note that:

$$\alpha = \frac{\pi m d_{sph}}{\lambda},$$  \hspace{1cm} (9)

where \( m \) is the refractive indices of the host medium (here is silica), \( a_n \) and \( b_n \) are Mie coefficients, function \( \Re(a_n + b_n) \) represents the real part of the argument.

Based on the previously defined volume fractions of titanium dioxide \( k \), together with the library of refractive index constants of TiO\(_2\) and SiO\(_2\) [31], we can calculate the refractive index of TOTFC depending on the value \( k \). Then, using the tools of program “MATLAB” (MathWorks, USA) [32] and with the help of Scott Prahl given in Ref. [33], the absorption, scattering, and anisotropy coefficients of TOTFC were determined.

In the EVLA process, the temperature interacts to the blood vessel wall is mainly due to the absorbed laser radiation at TOTFC and heating it up. To calculate the TOTFC’s light absorbance efficiency \( \mathcal{A} \), a simulation model of the EVLA procedure is created in environment 3-dimensional space configuration “TracePro® Expert-7.0.1 Release” (“Lambda Research Corporation”, USA), shown in Fig. 2.

![Fig. 2 EVLA procedure model](image)

Fig. 2 EVLA procedure model; 1 – laser source; 2 – lenses; 3 – quartz optical fiber; 4 – the direction of movement of fiber and TOTFC; 5 – TOTFC; 6 – blood; 7 – vein wall; 8 – the detector plane which totally absorbs light and located on the inner wall of the vein and limited by an angle \( \alpha \).

Optical modeling was performed by Monte Carlo simulations of radiative transfer. Laser sources radiation continuously with tracing of 10000 rays, the numerical aperture \( \text{NA} = 0.22 \). After passing through two focusing lenses, the focused beam passes through a quartz optical fiber 3 m in length. The TOTFC is located at the distal end of the fiber and it is centrally located in a blood vessel 5 mm in inner diameter. The physical parameters of the
vein, quartz fiber and titanium-containing optothermal fiber converter required to construct an optical model were taken in [15, 34, 35] and are represented in Table 1.

Table 1. Physical parameters for laser source, quartz fiber, vein and TOTFC.

<table>
<thead>
<tr>
<th></th>
<th>Optical power</th>
<th>20 W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser source</td>
<td>Divergence</td>
<td>0.22</td>
</tr>
<tr>
<td>NA</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>Quartz fiber</td>
<td>Diameter (core)</td>
<td>0.4 mm</td>
</tr>
<tr>
<td>Diameter (cladding)</td>
<td>0.44 mm</td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>3 m</td>
<td></td>
</tr>
<tr>
<td>Refractive index (core)</td>
<td>1.457</td>
<td></td>
</tr>
<tr>
<td>Refractive index (cladding)</td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td>Vein</td>
<td>Inner diameter</td>
<td>5 mm</td>
</tr>
<tr>
<td>Vein wall</td>
<td>Thickness</td>
<td>1 mm</td>
</tr>
<tr>
<td>TOTFC</td>
<td>Thickness/Diameter</td>
<td>0.7 mm/0.78 mm</td>
</tr>
</tbody>
</table>

Here, we define TOTFC’s diameter as 780 μm, which is similar to the actual dimensions has been fabricated in the study [13]. But during modeling we will change the diameter of TOTFC. The optical parameters of the vein wall and blood for 980 nm and 1470 nm wavelengths are given in studies [6, 36–39], these are shown in Table 2.

Table 2. Optical parameters for vein wall and blood at 980 nm and 1470 nm.

<table>
<thead>
<tr>
<th>Wavelength [nm]</th>
<th>980</th>
<th>1470</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vein wall</td>
<td>Absorption coefficient [mm⁻¹]</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Scattering coefficient [mm⁻¹]</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>Anisotropy factor</td>
<td>0.96</td>
</tr>
<tr>
<td>Blood</td>
<td>Absorption coefficient [mm⁻¹]</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Scattering coefficient [mm⁻¹]</td>
<td>46.7</td>
</tr>
<tr>
<td></td>
<td>Anisotropy factor</td>
<td>0.9763</td>
</tr>
</tbody>
</table>

Fig. 3 Dependence of the refractive index (a), absorption coefficient (b), scattering coefficient (c) and anisotropy factor (d) on the volume fraction $k$ of TiO₂ in TOTFC.
3 Results and Discussion

The change of the microstructure in TOTFC as the volume fraction \( k \) of TiO\(_2\) shown in Eq. (1) will significantly change the optical properties of TOTFC. Fig. 3 shows the influence of the value \( k \) on the optical properties of TOTFC.

Investigate the \( k \) ranging from 0.01 to 0.2 for \( \lambda = 1470 \) nm and from 0.01 to 0.26 for \( \lambda = 980 \) nm. At a value of \( k = 0 \), meaning that there is no TiO\(_2\) sphere in the silica cube (see Fig. 1b), in this case, the optical properties of TOTFC are the optical properties of silica (SiO\(_2\)). In Fig. 3, at \( k = 0 \), the red spots showing the refractive index, absorption, scattering coefficient, and anisotropy factor of SiO\(_2\) were confirmed in Refs. [31, 40, 41]. It can be seen that when \( k \) changes there is not much difference in the refractive index of TOTFC between 980 nm and 1470 nm wavelengths. They both increase linearly with the increasing of the value \( k \). For the refractive index of SiO\(_2\) corresponding to \( k = 0 \), the red point in this case belongs to the graph line showing the computation certainty (see Fig. 3a). Similar to the dependence of the absorption and scattering coefficient on the volume fraction of TiO\(_2\) (see Fig. 3b, c). The absorption coefficient of silica is very small, equal to \( 10^{-6} \) mm\(^{-1}\) [40]. The scattering coefficient of silica ranges from 14.6 to 20.2 mm\(^{-1}\) [41]. The absorption and scattering coefficients of TOTFC increased as the volume fraction \( k \) of TiO\(_2\) increased, because at this time, the number of TiO\(_2\) spheres in the TOTFC would increase, increasing optical absorption and scattering. The absorption coefficient of TOTFC increased with increasing \( k \), but in general, for both wavelengths these values are very small, less than 0.15 mm\(^{-1}\). The scattering coefficient of TOTFC increased strongly with increasing \( k \), with maximum values of 620 mm\(^{-1}\) for 980 nm and 930 mm\(^{-1}\) for 1470 nm wavelength. The anisotropy factor of TOTFC is unchanged when \( k \) is changed, and it only depends on the laser wavelength (see Fig. 3d). This can be explained because the size of the TiO\(_2\) spheres is unchanged. In Fig. 3d, at \( k = 0 \), the red point represents the magnitude of the anisotropy factor of SiO\(_2\) is equal to 0.88, which was experimented on in research [41]. Comparison between wavelengths 980 nm and 1470 nm show that the scattering coefficient and anisotropy factor of TOTFC for 1470 nm wavelength is the magnitude higher. The anisotropy factor of TOTFC \( g = 0.3815 \) for 980 nm and \( g = 0.5360 \) for 1470 nm wavelength.

The diagrams of the absorption and scattering coefficients of TOTFC increased linearly as the volume fraction \( k \) increased, consistent with a similar experimental measurement in the study [30]. In there, experiments were measured for the Intralipid with diffused soybean oil particles. In Ref. [30], the scattering coefficient increases non-linearly as \( k \) increases close to the maximum value, possibly due to the influence of dependent scattering. A proof of this can be seen in Ref. [28] when the relative between the independent and the dependent scattering is shown. The anisotropy factor \( g \) has also been measured in Ref. [30], with a slight decrease as the volume fraction \( k \) increased; however, the error of this measurement was so much, up to 8%.

It is generally accepted that during endovasal laser coagulation, optical influence assessment, and further, the distribution of temperature onto the vein wall is crucial [36–38]. According to this, after calculating the optical properties of TOTFC, using “TracePro Expert-7.0.1 Release” the ray tracing for 980 nm and 1470 nm laser radiation in the blood vessel was done. In Fig. 4, the path of rays through TOTFC placed in the blood vessel for the volume fraction \( k = 0.01 \) and \( k = 0.2 \) were obtained.

![Fig. 4 Path of rays through TOTFC placed in the blood vessel for the volume fraction \( k = 0.01 \) (a) and \( k = 0.2 \) (b) into the YZ plane (X = 0).](image)

As seen in Fig. 4, the distribution of rays leaving the TOTFC for \( k = 0.01 \) is different with \( k = 0.2 \) at the same wavelength. This is probably because the absorption and scattering coefficients of TOTFC are gradually increasing as the value \( k \) increases (see Fig. 3b, c). Wherein, the change is significant as the laser wavelength changes. It can be observed that laser radiation for 980 nm reaches the vein wall. While laser radiation for 1470 nm is concentrated mostly near the converter, and cannot reach the vein wall, even at all values of \( k \). This can be explained by the fact that the absorption coefficient of blood for 1470 nm is many times of the magnitude larger than that for 980 nm wavelength (see Table 2).

To evaluate the magnitude of 980 nm radiation intensity impacting the blood vessel walls, we used a detector plane which totally absorbs light and located on the inner wall of the vein and limited by an angle \( \alpha = 90^\circ \) with along Z-axis length equal to 7 mm (see Fig. 2). The distal end of fiber with TOTFC is placed in the position...
where the coordinate $Z = 0$. Fig. 5 shows the radiation intensity distribution on the inner vessel wall surface with $k = 0.01$ and $k = 0.26$ (if laser power equals 20 W).

![Image](317x533 to 533x702)

Fig. 5 The distribution of the 980 nm laser radiation intensity ($I$) on the inner vein wall surface along Z-coordinate with $k = 0.01$ and $k = 0.26$.

The dependence of average 980 nm laser radiation intensity on the inner vessel wall surface on $k$ was determined. It can be seen that the radiation intensity distribution on the inner vein wall surface reaches peak magnitude at a point in the opposite direction to the incident rays. At $k = 0.26$, this peak has a coordinate farther from the TOTFC’s center ($Z = 0$) as compared with $k = 0.01$. This may be due to the increase in the scattering coefficient of TOTFC as the value $k$ increases (see Fig. 3c). The average of laser radiation intensity on the inner vessel wall surface reaches magnitude $I = 3.70$ W/cm$^2$ for $k = 0.01$ and $I = 1.25$ W/cm$^2$ for $k = 0.26$. As can be seen, a larger value $k$ will reduce the intensity of radiation on the inner vein wall surface, thereby reducing the risk of unwanted radiation exposure to the vessel wall by laser radiation.

The dependences of TOTFC’s light absorbance efficiency ($A$) and transmission ($T$) on $k$ and diameter of converter ($d$) for wavelengths of 980 nm and 1470 nm are shown in Fig. 6.
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Fig. 6 Dependence of TOTFC’s light absorbance efficiency ($A$) and transmission ($T$) on the volume fraction $k$ with $d = 0.78$ mm (a) and diameter of converter $d$ with $k = 0.2$ (b) for wavelengths 980 nm and 1470 nm.

In general, the TOTFC with volume fraction $k = 0.26$ and $d = 0.78$ mm is optimal with the light absorbance efficiency $A$ of over 83% (see Fig. 6a). However, for TOTFC at $k = 0.15$ we also demonstrated the ability to absorb radiation well with 80% for 980 nm and 82% for 1470 nm wavelength. Using TOTFC at $k = 0.2$, we examined its $A$ and $T$ when the diameter of the TOTFC $d$ was changed (see Fig. 6b).

The transmission is calculated directly by measuring the percentage of the power received around the TOTFC by using a totally absorbing spherical detector. Besides, a detector plane is also placed in front of the source to measure the percentage reflectance of the TOTFC. Then, after subtracting 4% of the Fresnel loss energy at the fiber's input, the radiation is absorbed in quartz fiber, which is 0.3% for 3 m in length [13, 34], from there the rest is the TOTFC’s light absorbance efficiency. In accordance with Ref. [40, 42], the transmittance of silica quartz is about 92% for the wavelength range from 0.4 μm to 2 μm for 1 m length, plus the radiation loss due to reflection implies that the absorption of the silica is close to zero. These correspond to the red and blue spots shown in Fig. 6a.
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Since the diameter of the quartz optic fiber is 0.44 mm, so the minimum diameter of TOTFC is 0.44 mm. Fig. 6b shows the TOTFC's light absorbance efficiency and transmission as the diameter of TOTFC increases from 0.44 mm to 1.1 mm for both wavelengths. TOTFC's light absorbance efficiency increase but gradually slow as the TOTFC's diameter increases. The opposite happens with the transmission. Obviously, when the diameter of the TOTFC increases, it will lead to an increase in its volume, that makes the radiation absorption efficiency of TOTFC to increase.

In summary, the increased diameter of the TOTFC will increase the radiation absorption efficiency and decrease the radiation intensity on the inner vessel wall surface. TOTFC's light absorbance efficiency will be 80% higher when its diameter is greater than 0.67 mm. Therefore, the TOTFC structure with $k$ from range 0.15 – 0.26 and $d > 0.67$ mm demonstrates the high enough absorbance efficiency. It should be noted that the diameter $d$ is limited from above by the size of the vein and cannot exceed its inner diameter.

4 Conclusion

The optical properties of TOTFC with different volume fraction $k$ of TiO$_2$ at wavelengths of 980 nm and 1470 nm of lasers widely used in EVLA are considered when the TiO$_2$ spheres are sparse enough for the Mie theory approximation application. The optical properties of TOTFC at these wavelengths changed significantly as the microscopic structure of TOTFC changed. The radiation absorption efficiency of TOTFC increases with increasing the volume fraction $k$ up to 0.26 for 980 nm and up to 0.2 for 1470 nm. The results are confirmed based on the known optical properties of silica (SiO$_2$) and a measurement experiment with independent scattering particles [30]. TOTFC’s absorbance efficiency of laser radiation has been calculated. It was clearly evident from the calculated results that absorbance efficiency increased as diameter of converter increased. As a result of optical calculations, radiation intensity distributions on the inner vessel wall surface were investigated. The results also showed that for 1470 nm wavelength, radiation could not reach the vein wall, that is positive as it increases the efficiency and safety of EVLA. The possible optimal for EVLA, microstructures of TOTFC with $0.15 \leq k \leq 0.26$ for 980 nm and $0.15 \leq k \leq 0.2$ for 1470 nm wavelengths, and diameter $d > 0.67$ mm because of these ranges of volume fraction and diameter of converter observe the high enough absorbance efficiency of laser radiation for TOTFC (more than 80%). The results of this study will be used in the subsequent thermophysical modeling of laser heating of a vein and can be useful in the development of new laser devices for EVLA.
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Abstract. Real–time digestion of type I collagen molecules by bacterial collagenase from Clostridium histolyticum has been monitored using Dynamic Light Scattering method. Time dependencies for translation diffusion coefficient ($D_t$) and hydrodynamic radius ($R_{H}$) were obtained for pure “collagen + collagenase” Tris–HCl buffer solution at different temperatures and for solutions with added CaCl$_2$, ZnCl$_2$ and MgCl$_2$ and EDTA. It was shown that digestion of type I collagen molecules by bacterial collagenase is the first-order reaction. Reaction rate coefficients were calculated. © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction

Enzyme-based drugs are commonly used in different fields of modern medicine: in surgery, gynecology, otolaryngology, ophthalmology, as well as in dermatology and cosmetology. Bacterial collagenase (for example, from Clostridium histolyticum) is one of them. The main collagenase feature is its ability to digest key protein of the animal extracellular matrix – collagen [1].

Violation of the collagen catabolism leads to fibrosis of organs and tissues. Increasing of collagen degradation rate occurs in case of autoimmune diseases (rheumatoid arthritis, lupus, etc.) because of excess collagenase synthesis as a result of immune response [2].

Clostridium histolyticum collagenases G and H (ColG and ColH) can easily digest collagens, regardless of their types and sizes [3]. It breaks down multiple bonds in collagen triple helices as well as peptide bonds [4].

Bacterial collagenase from Clostridium histolyticum is extensively used as a clinical tool in the nonsurgical treatment of Dupuytren’s disease [4, 5] in eye’s diseases treatment, for enzymatic debridement, for accelerated resorption of catgut sutures.

Structural changes of collagen fibrils caused by collagenase are well studied by microscopy, and the degradation rate of protein is determined [6, 7]. Results obtained with microscopy clearly demonstrate the process of collagen fibers digestion and allow one to evaluate the rate of collagen fibril diameter changing. However, these results do not agree well with the results obtained in conditions close to physiological [6, 7].

Optical methods, like Dynamic Light Scattering (DLS), enable us to investigate collagen and collagenase molecules solutions in conditions close to physiological. By changing the solution’s parameters (pH, temperature, solvent type) and adding of collagenase activators and inhibitors we can simulate the processes in living organisms. In our work, we studied the influence of temperature, activators (CaCl$_2$ and ZnCl$_2$) and inhibitors (MgCl$_2$ and EDTA) on collagenase activity. Since collagen by collagenase digestion in solutions takes on average 60 min, DLS enables us to monitor the dynamics of this process in real time [8].

2 Materials

2.1 Collagen

Collagen is the key component of extracellular matrix, making up from 25% to 35% of the whole-body protein
content. Although different types of collagen exist, they all are composed of molecules containing three polypeptide chains arranged in a triple helical conformation [6].

Over 90% of the collagen in the human body is type I collagen. It is a component of skin, bone, tendon and other fibrous connective tissues [9]. Molecular mass of collagen is approximately 300 kDa, average length of molecule is 300 nm [10].

In normal healthy tissues collagen molecules are resistant to most proteases attacks. Only specialized enzymes like collagenases can attack the collagen molecule.

2.2 Collagenase

There are two types of collagenase: tissue and bacterial. Tissue collagenases split collagen in its native triple helical conformation at a specific site, yielding fragments representing 3/4 and 1/4 lengths of the collagen molecule. After fragmentation the pieces tend to uncoil into random polypeptides and are more susceptible to attack by other protease [11].

Bacterial collagenases attack many sites along the helix. Collagenases from Clostridium histolyticum degrades the helical regions in native collagen preferentially at the X-Gly bond in the sequence Pro-X-Gly-Pro where X is most frequently a neutral amino acid [12]. This bond in synthetic peptide substrates may also be split. Bacterial collagenase cleaves the peptide bond of collagen in more than 200 places [11].

Molecular mass of collagenase is 79 kDa. Hydrodynamic radius is 4 nm according to the data obtained by dynamic light scattering method [5].

2.3 Enzymes activators and inhibitors

Enzyme activators are molecules or ions that bind to enzymes and increase their activity. Collagenases from Clostridium histolyticum are activated by ions Ca$^{2+}$, Zn$^{2+}$ [13, 14]. Calcium ions support the conformation of the enzyme which is required for binding to the protein peptide chain. This conformation makes the active site available for the reaction. Zn$^{2+}$ ions also are activators of collagenase, but its effect on the enzyme activity is much lower than that of Ca$^{2+}$. Zn$^{2+}$ ions are located in the active site of the enzyme. Enzyme inhibitors are molecules that binds to an enzyme and decreases its activity. Collagenases from Clostridium histolyticum are inhibited by ions Mg$^{2+}$, EDTA, 1,10-phenanthroline, dipyridyl disulfide, 8-hydroxyquinoline [15, 16].

3 Experimental method

3.1 Dynamic Light Scattering

The DLS method enables one to determine the translation diffusion coefficient of particles in solutions by analyzing characteristic time of scattered light intensity fluctuations [17].

Translation diffusion coefficient of the particles is proportional to the decay rate of light scattering intensity fluctuations. The decay rate is obtained from the time-dependent correlation function of the scattered light intensity.

In the case of poly-dispersed solution where the particle sizes are different, the spectrum of the photocurrent is a continuous set (integral) of Lorentz curves with different half-widths. Consequently, to find the size distribution of particles (diffusion coefficients), it is necessary to solve the inverse spectral problem in the form of an integral equation with a Lorentzian kernel:

$$g^{(1)}(t) = \left[ g^{(0)}(t) \right]^2 + 1 + \zeta(t), \quad (1)$$

$$g^{(2)}(t) = \int_0^\infty P(\Gamma)e^{-\Gamma t}d\Gamma, \quad (2)$$

where \(g^{(1)}(t)\) – is the normalized autocorrelation function of the signal, \(\zeta(t)\) – is the error associated with the stochastic nature of the signal itself [17]. If we neglect the influence of constant experimental noise \(\zeta(t)\), Eq. (1) (Siegert relation) will allow us to calculate \(g^{(2)}(t)\) in terms of \(g^{(1)}(t)\), accumulated by the correlator during the experiment.

Integral Eq. (2) forms the basic principle of data processing in the photon correlation spectroscopy technique. This equation for \(P(\Gamma)\) is a Fredholm integral first-order equation, known in mathematics as an ill-posed problem, that is a problem with a fundamentally absent algorithm for finding an exact solution. In this regard, various approximate solution methods are being developed, many of which give very good results.

In the experiments, the results were processed using the DYNALS software, in which the search for an approximate solution (4) is carried out using the regularization method of A. N. Tikhonov for integral equations [18].

\(\Gamma\) can calculated as described below:

$$\Gamma = D_t q^2, \quad q = \frac{4\pi n \theta}{\lambda \sin \frac{\theta}{2}}, \quad (3)$$

$$D_t = \frac{kT}{6\pi \eta R_H},$$

where \(D_t\) is the translation diffusion coefficient, \(q\) is the scattering vector, \(n\) is the refraction index, \(\lambda\) is the scattered light wave length, \(\theta\) is the scattering angle, \(\lambda\) is the Boltzmann constant, \(\eta\) is the dynamic viscosity of the solvent, \(T\) is the absolute temperature of the solution and \(R_H\) is the hydrodynamic radius.

3.2 Samples preparation

Collagen solutions were prepared by dissolving collagen type I from calf skin produced by Sigma Aldrich in 10 mM Tris-HCl (pH 7.5) buffer. Bacterial collagenase
from *Clostridium histolyticum* type IA by Sigma Aldrich was added in collagen solution. Concentration of collagen was 0.1 mg/ml, concentration of collagenase was 0.2 mg/ml (i.e. 8 molecules of collagenase per 1 molecule of collagen).

As activators we have used salts CaCl$_2$, ZnCl$_2$ and as inhibitors – salt MgCl$_2$ and EDTA. Ionic strengths were 0.03 mol/L in all solutions.

The samples were processed in the ultrasonic bath with the frequency 3 kHz during 1 min.

Experiments have been carried out using the photon-correlation spectrometer Photocor-Complex with diode laser (wavelength of 647 nm, power 25 mW) [19]. Photocor-Complex spectrometer is equipped with built-in thermostat which allows one to control sample temperature.

4 Results and Discussions

4.1 Temperature dependencies

Using the DLS method we have experimentally obtained translation diffusion coefficient ($D_t$) on time dependencies of scattering particles in “collagen + collagenase” Tris-HCl buffer solution at different temperatures (Fig. 1).

The uniform increase in the mobility of scattering particles over time was observed at 22 °C and 30 °C. The maximum growth of $D_t$ (and speed) is observed during the first 30 min, then the increase is not so rapid. At 40 °C average mobility of scattered particles is increasing threefold during first 30 min and then $D_t$ on time dependence reaches saturation.

Since $T=40$ °C is not optimal for collagen (protein can denature), all further experiments were carried out at $T=30$ °C (as the most optimal temperature).

Using the DYNALS package of programs evaluated values of hydrodynamic radius $R_H$ has been calculated from $D_t$ and then $\ln R_H(t)$ dependencies were obtained (Fig. 2).

In the first approximation, we can assume that concentration of collagen molecules in solution linearly depends on radius. In this case concentration of collagen molecules ($C$) exponentially decreases with time. Such character of $C(t)$ dependence corresponds to the first-order reaction [20].

The equations describing first-order reaction kinetics are given below. $C_0$ is initial concentration, $k_1$ is the reaction rate coefficient in units 1/time.

\[ \ln C = \ln C_0 - k_1 t, \]

\[ k_1 = -\tan \alpha. \]

Plotting $\ln(C)$ with respect to time for a first-order gives us a straight line with the slope of the line equal to $-k_1$ (Fig. 2).

In the Table 1 values of $k_1$ (min$^{-1}$) for different temperatures are presented. STD $k_1$ was calculated using a graphing program based on the least squares method.

<table>
<thead>
<tr>
<th>Temperature, °C</th>
<th>$k_1$</th>
<th>STD $k_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>0.012</td>
<td>0.001</td>
</tr>
<tr>
<td>30</td>
<td>0.031</td>
<td>0.003</td>
</tr>
<tr>
<td>40</td>
<td>0.054</td>
<td>0.003</td>
</tr>
</tbody>
</table>

The highest value of $k_1$ corresponds to 40 °C. However, this temperature is not optimal for collagen. With prolonged thermal action protein may denaturate, which happened at 90th min of the experiment.
4.2 “Collagen + collagenase” solutions with activators CaCl₂ and ZnCl₂

We have selected the following scheme for investigations of “collagen + collagenase” solutions with activators and inhibitors: experimentally obtain translation diffusion coefficient on time $D(t)$ dependence, evaluate values of hydrodynamic radius $R_H$ from $D_n$ plot $\ln R_H(t)$ dependencies.

The $\ln R_H(t)$ dependencies for pure “collagen + collagenase” Tris-HCl buffer solution and in solutions with added CaCl₂ and ZnCl₂ are presented in Fig. 3. Calculated values of $k_1$ (min⁻¹) are presented in Table 2.

Bacterial collagenase initially contains Zn²⁺ and Ca²⁺ ions. Zn²⁺ is responsible for the activation of amide group and Ca²⁺ for the formation of tertiary structure [21].

When ZnCl₂ is added to “collagen + collagenase” Tris-HCl buffer solution, Zn²⁺ ions may occupy calcium positions in collagenase, but due to the difference in ionic radii ($r_{calc}(\text{Ca}^{2+}) = 114$ pm, $r_{calc}(\text{Zn}^{2+}) = 88$ pm) the effect of activity centers formation is not fully achieved (Fig. 3, curve 2).

When CaCl₂ is added to “collagen + collagenase” Tris-HCl buffer solution Ca²⁺ ions occupy all available positions in collagenase and form maximum number of active centers (Fig. 3, curve 3).

Also, for the solution with CaCl₂ added $\ln R_H(t)$ dependence becomes non-linear after 20 min (Fig. 3, curve 3). We suppose that it corresponds to further digestion of collagen molecule’s pieces by bacterial collagenase. Unlike tissue collagenase which splits collagen in its native triple-helical conformation at a specific site, bacterial collagenase is able also to attack and degrade collagen molecule’s fragments [11].

4.3 “Collagen + collagenase” solutions with inhibitor EDTA

To investigate inhibitor influence on collagen by collagenase digestion, we have added EDTA to “collagen + collagenase” Tris-HCl buffer solution. During first 30 min $D_n$ value was changed from $(1.5 \pm 0.2) \times 10^{-8}$ cm²/s to $(2.1 \pm 0.3) \times 10^{-8}$ cm²/s, and during next 30 min from $(2.1 \pm 0.3) \times 10^{-8}$ cm²/s to $(2.6 \pm 0.4) \times 10^{-8}$ cm²/s.

At 64th minute CaCl₂ as an activator was added to “collagen + collagenase + EDTA” solution. In half an hour after that $D_n$ value changed from $(2.6 \pm 0.4) \times 10^{-8}$ cm²/s to $(10.0 \pm 1.2) \times 10^{-8}$ cm²/s, and in 1 h to $(13.0 \pm 2.1) \times 10^{-8}$ cm²/s (Fig. 4).

Corresponding hydrodynamic radius $R_H$ values were calculated and $\ln R_H(t)$ dependencies were obtained for pure “collagen + collagenase” Tris-HCl buffer solution and for solutions with added EDTA and EDTA + CaCl₂ (Fig. 5). Values of $k_1$ (min⁻¹) are presented in Table 2.

4.4 “Collagen + collagenase” solutions with inhibitor EDTA and activator CaCl₂

Addition of CaCl₂ as an activator to EDTA inhibited “collagen + collagenase” Tris-HCl buffer solution. Dependencies of scattering particles in “collagen + collagenase” Tris-HCl buffer solution with added EDTA (1) and EDTA with CaCl₂ (2), $T = 30$ °C, were obtained (Fig. 4).

EDTA molecules bind with calcium ions in solution and block calcium ions access to all available places in collagenase. So collagen by collagenase digestion slows down (Figs. 5, 6). When we add CaCl₂ to...
“collagen + collagenase + EDTA” solution, amount of Ca$^{2+}$ ions recovers and collagenase activity restores.

4.4 “Collagen + collagenase” solutions with inhibitor MgCl$_2$

The same way we have investigated MgCl$_2$ influence on collagen by collagenase digestion. $D(t)$ and ln $R_h(t)$ dependencies were obtained (Figs. 6, 7).

Fig. 6 The time dependencies of translation diffusion coefficient ($D$) of scattering particles in “collagen + collagenase” Tris-HCl buffer solution (2) with added MgCl$_2$ (3) and with added MgCl$_2$ and CaCl$_2$ (1), $T = 30\, ^\circ$C.

Fig. 7 The ln $R_h$ time dependencies, where $R_h$ is hydrodynamic radius of scattering particles, in pure “collagen + collagenase” Tris-HCl buffer solution (2) added MgCl$_2$ (1) and MgCl$_2$ with CaCl$_2$ (3), $T = 30\, ^\circ$C.

According to the Pearson acid base concept Ca$^{2+}$ and Mg$^{2+}$ are hard Lewis acids and Zn$^{2+}$ is intermediate Lewis acid [22].

When MgCl$_2$ is added to “collagen + collagenase” Tris-HCl buffer solution magnesium mainly aims to replace the zinc in collagenase due to close values of the ionic radii: $r_{ion}$(Mg$^{2+}$) = 6 pm, $r_{ion}$(Zn$^{2+}$) = 88 pm.

However, Mg$^{2+}$ is hard Lewis acid and it decreases the activity of the amide group in enzyme. This fact leads to the inhibition of protein destruction process (Fig. 3, 5). Calculated values of $k_1$ (min$^{-1}$) are presented in Table 2.

When we add CaCl$_2$ to “collagen + collagenase + MgCl$_2$” solution, collagenase activity partially restores but initial value is not achieved.

5 Conclusions

Presented results allow one to draw a conclusion that digestion of type I collagen molecules by bacterial collagenase is the first-order reaction. Corresponding values of $k_1$ (min$^{-1}$) calculated for solutions with activators and inhibitors are given in Table 2.

Table 2 Values of $k_1$ (min$^{-1}$).

<table>
<thead>
<tr>
<th>Solution</th>
<th>$k_1$</th>
<th>STD $k_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collagen + Collagenase</td>
<td>0.023</td>
<td>0.002</td>
</tr>
<tr>
<td>Collagen + Collagenase + ZnCl$_2$</td>
<td>0.051</td>
<td>0.004</td>
</tr>
<tr>
<td>Collagen + Collagenase + CaCl$_2$</td>
<td>0.104</td>
<td>0.008</td>
</tr>
<tr>
<td>Collagen + Collagenase + MgCl$_2$</td>
<td>0.011</td>
<td>0.001</td>
</tr>
<tr>
<td>Collagen + Collagenase + EDTA</td>
<td>0.006</td>
<td>0.001</td>
</tr>
<tr>
<td>Collagen + Collagenase + MgCl$_2$ + CaCl$_2$</td>
<td>0.035</td>
<td>0.003</td>
</tr>
<tr>
<td>Collagen + Collagenase + EDTA + CaCl$_2$</td>
<td>0.057</td>
<td>0.004</td>
</tr>
</tbody>
</table>

It was found that the most efficient activator of collagen type I digestion by collagenase is Ca$^{2+}$ and the most efficient inhibitor is EDTA.

It was shown that influence of EDTA and MgCl$_2$ on collagen type I digestion by collagenase may be reduced by adding CaCl$_2$ to the solution. Ca$^{2+}$ ions restore collagenase activity.

The obtained results demonstrate that Dynamic Light Scattering method can be used for first-order reaction rate coefficient $k_1$ determination. The key advantage of Dynamic Light Scattering based $k_1$ measurement is the possibility of real-time digestion monitoring. By varying temperature, solution formula and collagen-collagenase ratio different physiological states can be simulated for in vitro investigation.
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Abstract. Background and Objective: Thermal ablation modalities such as Radiofrequency ablation (RFA) / Microwave ablation (MWA) are deliberately used for marginally invasive tumor removal by escalating tissue temperature. For precise tumor extinguish, thermal ablation outcomes need routine monitoring for tissue necrosis in a challenging research task. The study aims to exploit hyperspectral imaging (HSI) to evaluate the impact of the liver tissue ablation. Materials and Methods: RFA with temperature range (≥80 °C) was accomplished on the ex vivo animal liver and evaluated using a spectral camera (400~1000 nm). The spectral signatures were extracted from the HSI data after the following processing steps: capturing three spectral data cubes for each liver sample with total 7-samples (before ablation, after ablation, and after ablation with sample slicing) using an HSI optical configuration. The custom HSI processing comprises “Top-hat and Bottom-hat transform” combined with “watershed transform” image segmentation to increase the intensity for a region of interest (ROI) of the investigated tissue, linking spectral and spatial data. Additionally, statistical analysis for HSI data was performed to exclusively select the best spectral band that discriminates between the normal, thermally-damaged, and ablated liver regions.

Results: The variation of the optical parameters for the investigated liver samples provides variable interaction with the light diffuse reflection ($R_d$) over the spectrum range (400~1000 nm). Where, the extracting spectral information of the various tissue zones from the induced RFA linked to the hemoglobin, methemoglobin, and water permits variations. The generated spectral image after image enhancement utilizing “Top-hat and Bottom-hat transform” followed by “watershed segmentation”, showed high contrast between normal and thermal regions at a wavelength (600 nm). However, the wavelength (900 nm) shows a high variance between the normal and ablated regions. Finally, delineation of the thermal and ablated regions on the complemented enhanced image.

Conclusion: HSI is considered a promising optical noninvasive technique for monitoring the RFA toward enhancing the ablation-based treatment for liver tumor outcomes. © 2021 Journal of Biomedical Photonics & Engineering.

Keywords: liver cancer; hyperspectral imaging; radiofrequency ablation; thermal damage; top-hat and bottom-hat transform; watershed segmentation. 
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1 Introduction

The liver is the biggest organ regarding the human organs and exemplifies about 3–5% of its weight in grown-ups. The growing knowledge of the liver anatomy assists in developing novel surgical techniques that are mainly used in treating both primary and secondary liver lesions [1]. There are several causes of liver inflammation, such as (drug- venomousness, hepatitis A, hepatitis B, liver alcoholic disease, and nonalcoholic steatohepatitis) [2].

Hepatocellular carcinoma (HCC) is the significant recurrent crucial tumor of the liver [3]. HCC is ranked the 4th in tumor repetition frequency and the 3rd in death by malignancy worldwide [4]. HCC is the most widely recognized liver cancer with more or less three-quarters of the diagnosed cases [5]. Over 600,000 liver patients pass away by HCC annually. Seeking the causes for the liver malignancy is a challenging task for both clinical and pharmaceutical research teams [6]. Egypt witnessed a noticeable augmentation of HCC patients who were earlier diagnosed with other liver diseases regarding the other countries in the same region [7].

The early diagnosis of HCC enables the request of primary stage therapies that considerably increases the potential for patients survival [8]. Liver transplantation, if available, is the highest survival option for HCC patients treatment [9–11]. The availability of liver transplantation is restrained by the availability of donors and the financial abundance beside complying with the Milan criteria [12].

The fusion of the significance of minimum invasive diagnosis and therapeutic methods is an approach for elevating the proficiency of the modern surgical techniques [13]. Although, the resection of cancers in neurosurgery with regular restorative strategies are generally depends on the experience of neurosurgeons during the open operation [14]. However, for liver-tumor therapy, careful resection is a very common technique [15]. The third therapeutic option is suitable for primary stage HCC patients with the non-cirrhotic liver is hepatic resection [16]. Minimal invasive thermal ablation modality has proved to be a vital treatment choice when achievable [17].

The minimal invasive thermal ablation techniques such as: radio-frequency ablation (RFA) [18], laser thermal ablation (LTA) [19, 20], microwave ablation (MWA) [21, 22], high-intensity focused ultrasound (HIFU) [23], and bulk thermal ablation (BTA) [24, 25]. All the aforementioned techniques represent significant result therapy for unrecatable essential and secondary liver tumors [18, 26, 27]. The main role of all the thermal ablation techniques is to gradually increase the temperature in the investigated sample (>60 °C) to deliver a necrotic condition for tumor cells.

Recently, various studies informed the incorporation of few imaging techniques for the purpose of monitoring the ablation of the liver’s tumors. Where, the diffuse reflectance spectroscopy (DRS) is utilized to assess RFA of 8 investigated samples of liver tumor with high accuracy (97–99%) to discriminate between the predicted thermal damage and the histology report [17]. Moreover, another study exploiting the computed tomography (CT) with MWA to investigate three ex-vivo porcine samples with a thermal procedure (100 W, 4.5 min), the results demonstrate ablation region (4.1 ± 0.2 × 5.6 ± 0.2) [28]. Additionally, Magnetic Resonance Imaging for Thermometry (MRIT) is recently counted as the gold-standard in measuring the tumor necrosis by thermal ablation [29].

HSI is else called imaging spectroscopy, which declares the innovation of integration typical imaging and spectroscopy modalities to secure both spatial and spectral data of an item [30–32]. Although imaging spectroscopy has been accessible as a far off detecting innovation since the 1980s [33, 34]. Up to this point, spectral imaging has regularly just been accessible to a constraint number of researchers and experts because of the significant expenses of building spectral cameras and the complexity of processing spectral extracted data related to multiple bands [35–39].

HSI is an expanding imaging technique to divergent fields of science including the medical field such as monitoring of thermal ablation-M. Landro et al. present a study in assessing the laser ablation in the porcine in vivo liver [40] and monitoring laser-induced thermal damage in gastric mucosa [41]. There are also Skin Erythema and Pigmentation [42], Breast cancer identification from the pathological tissues [43–46]. Furthermore, a research on brain tissue was capable to identify glioblastoma (GB) with sensitivity 88% and specificity 77% [47, 48]. Moreover, the diffuse reflectance measurements to indicate the hemoglobin oxygenated and deoxygenated condition [49–51].

The incident light interrelates with the liver tissue regarding its optical properties (type/size/density/color) to provide several optical properties as example (Transmission, Absorption, and Diffuse Reflectance) [52, 53]. As a result of these properties, it can be recognizing and characterized the investigated samples in a certain band by their spectral signature, as more clarified in Fig. A1 in the appendix.

This study was performed in the form of successive series of investigation trials to highlight HSI capability to monitor RFA [54–56]. M. H. Aref et al. have showed in previous study that the HSI could be discriminate the surface thermal removals upon on the investigated 10 samples of the ex vivo bovine liver at ideal spectral picture (720 ± 18.92 nm) [55]. Additionally, investigate both the side penetration and surface of RFA [54]. Moreover, successfully distinguish and delineate with cross-correlation algorithm the thermal damage in ex vivo liver samples [56]. However, the HSI strategy offers a high potential for patients survival when available, is the highest survival option for HCC patients treatment [9–11].
ablated regions in *ex vivo* liver samples. Applying image processing incorporates contrast enhancement to the raw data utilizing “Top-hat and Bottom-hat transform” combined with “watershed transform” image segmentation to increase the intensity of the region of interest (ROI) for the investigated tissue. Moreover, delineation of the thermal and ablated regions on the complemented enhanced image to provide a vital information for assisting the surgeon in monitoring the thermal ablation outcomes.

2 Materials and Methods

The captured image data with the HSI system, image progression in advance, and subsequently thermal ablation, contrast enhancement to the original image using “Top-hat and Bottom-hat transform” combined with “watershed transform” image segmentation algorithm as channels to highlight the thermal and ablated regions in the scan image cubes by the HS camera. The capturing time for each image is about 6–10 sec and calculation time is <15 sec using MATLAB software (The MathWorks, Natick, MA, USA, 2019) on a computer with processor Intel Core i7 @1.8 GHz with a 16 GB RAM.

2.1 The prospective approach interconnections protocol and procedures

- Sample preparation & Tissue characterization.
- Hyperspectral (HS) scan Images for the *ex vivo* liver samples.
- The measurements for sample diffuse reflection (\(R_d\)).
- The statistical Calculation of the optical properties for validation.
- Selecting the optimum spectral image with high contrast between normal, thermal, and ablation.
- Applying the Custom clustering algorithms.
- Delineation of the ablation and thermal effect regions of the enhancement image.

2.2 Investigated sample slicing and preparation

Before proceeding to the experimental investigation, the sample collection procedure was approved by Ain Shams university – faculty of medicine – ethics committee. A total of seven different samples of bovine liver tissue achieved from a fresh slaughtered cow which was attained from a local abattoir in Egypt, then transported in an icebox to the laboratory. The investigated *ex vivo* liver samples were crudely cut into slices with approximate sizes (~10 × 8 cm), Sample thickness 23–36 mm. The investigated samples were preserved in an evacuated bags in the freezer at temperature \(\leq -65\) °C, and picked out and added in a neutral buffered saline before the RFA experiments with enough time [55]. The inspected lap trails at temperature 23 ~ 24 °C, and the explored sample temperature 25 ~ 28 °C, observed with a multimeter (Fluke, 289, USA), as shown in Fig. 1 and the additional investigated samples had been displayed in Fig. A2 in the Appendix.

![Image of liver samples](image-url)
The experiment was performed with Radiofrequency (RF) Generator (Premier; 2001e, France) to generate the necessary thermal ablation in the liver tissue. The power protocol was as following (25~50 W, 1~5 min, Continues). The affected ablation region in the sample was around ~10 × ~8 mm. Furthermore, all the image processing of the captured HS cube was less than 5 min during the thermal elaboration. The complete data of the investigated tissue with the power protocol for each sample experiment, had been illustrated in Table A1 in the Appendix.

### 2.3 Optical imaging system and experimental trail

The active blade of the RF generator was positioned in the center of the investigated sample. Where terminal was embedded around 1.5~2 cm into the liver sample, and RF power was applied for 2~5 min. Following data procurement, markers were embedded into the imaging plane on the two sides of the electrode, and the ablation was cut through this plane and captured with the commercial CCD camera for data recording. After the RFA the samples is sliced in the coronal plane from the RF tip insertion and had been manually measured and prepared to be sent to the pathology evaluation (pathology is the ground truth to validate the tissue necrosis and thermal effect).

To capture the necessary HSI data, we exploited hyperspectral camera (Resonon, Pika XC2, USA) with spectral resolution equal to 1.3 nm, bit depth of 12 bits, maximum frame rate equal to 165 fps, spatial channels = 1600, and 462 spectral channels. The camera is incorporated with a lens (Schneider, 6 mm, CNG 2.1/6-0901, Range 400:1000 nm, Germany). The utilized light assembly for the HSI data capturing is a configuration of a polychromatic source light controller (Mean Well, ENP360-12, Taiwan) with a light source (4 × 35 W tungsten halogen lamps) at wavelength range (380~1050 nm). The prospective approach and its experimental setups aimed to measure the light diffuse reflectance ($R_d$) for an ex vivo tissue sample, by exploring the optical properties spectroscopy in the near-infrared and visible (NIR-VIS) spectrum, as shown in Fig. 2.

### 2.4 Hyperspectral Image Conquering

HSI sensors produce a three-dimensional (3D) information structure, called HS cube, where the spatial data is contained in the initial two measurements, while the third measurement incorporates the spectral data [59, 60]. In a hyperspectral picture, every pixel has an arrangement of reflectance in various spectral frequencies that can show the spectral outline of that pixel [48].

Three individual arrangements of hyperspectral pictures were gotten for each explored liver sample. Line-scan images were captured for exposure times of 6 sec at 1.3 nm intervals, and corresponding to 1600 × 600 pixels per spectral band (3.6 sec for each cube image). The hyperspectral images were composed of a total of 447 spectral bands in the range from
approximately 379 to 1050 nm, incorporated with a lens with Visible and Near-infrared range (VNIR) range (400 to 1000 nm).

2.5 Basic Concepts and Fundamentals of Clustering Algorithms

The cluster is commonly handled as a gathering of an item's which were "identical" between them just as "divergent" to an item's having a place with the further clusters [61]. Clustering algorithms are as follows:

1. Exclusive-clustering.
2. Overlapping-clustering.
3. Hierarchical-clustering.

In this study, we used one of the capturing is frequently applied clustering and segmentation algorithms:

- K-mean clustering.
- Watershed transform / Segmentation.
- Fuzzy C-means clustering.

2.5.1 K-means Clustering

The K-means clustering is the simplest unsupervised learning algorithm that is capable to solve the distinguished clustering issues. K-means algorithm is prevalent in rapid decision making approach for its simplicity, adequacy as well as being moderate although it had a steady presentation across various issues [54, 62, 63] Despite the way that the time inconvenience was direct to the information size, customary k-implies is so far not admirably compelling to manage a web-scale data [61]. The strategy follows a basic as well as a simple approach to characterize a given data set via a specific number of clusters settled an earlier [64].

2.5.2 Watershed transform / Segmentation

The watershed transform is a structural essential tool for image segmentation [65]. It is established on a mathematical structure for segmenting the data of interest. It was initially represented by L. Vincent and Soille in the image segmentation field then extended rapidly in recent years [66, 67]. It is touchy to weak edges and is appropriate for getting one-pixel associated and closed contours with accurate area [68, 69]. Conventional watershed segmentation is sensitive to noise and can prompt critical over-segmentation. Along these lines, numerous analysts have proposed different strategies ceaselessly for improving the technique including developing a preprocessing step for calculating the distance transform for a binary picture before watershed transformation [67, 70].

2.5.3 Fuzzy C-means clustering

Fuzzy C-means (FCM) strategy is considered as a significant high beneficial because it isolates a lot of information from one single picture unlike to other hard-segmentation methods [71]. In FCM clustering technique, the image pixel was assigned to the fuzzy clusters instead of a label [72]. FCM empowers pixel to have a spot with different clusters through changing degrees of part transport function, dissimilar to a hard-clustering system that powerfully designates the pixel to just a single class. The FCM Algorithm is the technique for clustering at which it concurs a solitary purpose of a content having a place with two or more clusters [73].

Fig. 3 The basic block diagram of the custom algorithm for image analysis and preprocessing after selecting the optimum spectral image of the investigated liver sample tissue.
2.6 The Image Analysis and Preprocessing

The image analysis and preprocessing step mainly incorporates the Moving average filter and normalization for the acquired HSI to remove the background noise. Moving average filter (K = 10) is exploited to banish the noise influences. For image enhancement, we exploit a common methodology using “Top-hat and Bottom-hat transform”. Next, utilizing the “watershed transform” for image segmentation to increase the ROI of the investigated liver tissue samples. Moreover, delineation of the thermal and ablated regions on the complemented enhanced image to discriminate the distinct regions, as explained in the block diagram in Fig. 3.

A basic advance in HSI imaging, before image procurement, is a level field correction for data standardization. A white equalization and dim current measurements were utilized to gain relative reflectance from the sample [60]. The dark cube was captured by closing the HS camera lens with its cap to avoid any incidence light to the sensor. Information from a dark image and white balance estimations were utilized to correct the deliberate material image. The fundamental reason for this amendment is to wipe out artifacts and noise impacts on the sample tissue, as more clarified in Eq. (1):

\[
RF(\theta) = \frac{Im(\theta) - Id(\theta)}{Im(\theta) - Id(\theta)} \times 100\% ,\tag{1}
\]

where \(RF(\theta)\) is the qualified reflectance of the sample image, \(Im(\theta)\) is the caught image, \(Id(\theta)\) is the dark scanned image with a closing lens, and \(Im(\theta)\) is the acquired whiteboard image.

Employing the normalization on the acquired image to remove the polychromatic light noise. The originally captured images numerous due to the incident light, the asymmetrical shape of the investigated sample, and temperature deviations, spectral images have to be normalized comprising pixel normalization, as demonstrated in Eq. (2):

\[
I_{new} = (I_{previous} - \text{min}_{previous}) \times \frac{\text{max}_{new} - \text{min}_{new}}{\text{max}_{previous} - \text{min}_{previous} + \text{min}_{new}} .\tag{2}
\]

Even though, Normalization adjusts an m-dimensional grayscale subsequent image \(I_{previous}\) [\(A\)] with intensity evaluations in the range \((\text{min}_{previous})\) to the extreme \((\text{max}_{previous})\) into a new image \(I_{new}\) [\(A\)] with intensity rates in the least range \((\text{min}_{new})\) to the extreme \((\text{max}_{new})\). Then, utilizing the Moving average filter, the filter at kernel value = 10 for noise elimination and image improvement [74], as clarified in Eq. (3).

\[
f(x \times y) = \frac{1}{qt} + \sum_{(r,c) \in W} S(r \times c),\tag{3}
\]

where \(S\) is the noisy picture, \(f(x \times y)\) is the restored picture, and \(r\) and \(c\) for the row and column coordinates correspondingly, within a window \(W\) of size \(qt\) where the procedure takes place.

To maximize the image contrast, we utilized Top-hat and Bottom-hat Transform for image contrast enhancement.

- **The top-hat transform** could be illustrated as the difference between the original image and the opening image. Where the opening image is a collection of spotlight parts that fit a precise structuring element.

- **The bottom-hat transform** could be illustrated as the difference between the closing of the original image and the original image. The closing of an image is the collection of background parts of an image that fit a precise structuring element.

Although in image contrast enhancement, the bottom-hat image represents the gaps between the targets of interest. To maximize the contrast between the targets and the gaps that separate them from each other, the “bottom-hat” image is subtracted from the “original + top-hat” image.

Since “watershed transform” distinguishes intensity “valleys” of the acquired image. We utilized the (incomplement) function on the contrast-enhanced image to convert our targets of interest to intensity valleys. We discriminate all the intensity valleys under a certain threshold with the (imextendedmin) function. The outcome of this function is a binary image. Where the location is more important than the region size of the image. To confine the selected valleys extracted by the function (imextendedmin) we utilized another function called (imimposemin) changing the valley’s pixel value to “0”. However, all the discrete regions contain the minimum values will be detected by the “watershed transform”.

Finally, the reflectance spectra of the pixels made out of thermal ablated tissue surface were isolated and used to figure a typical reflectance extend to delineate the thermal levels in the investigated liver sample. The delineation contours were finally displayed on the complemented enhanced image in red and blue for ablation and thermally affected areas, respectively.

3 Results

Regarding the system interconnections protocol and process, beginning from hyperspectral image scanning for the investigated liver sample and image enhancement to measure the \(R\) of the various regions of the investigated sample, we could differentiate between these regions regarding the wavelength variations. Each pixel in the investigated liver tissue has a relative reflectance for the wavelength variations. The experimental setup was evaluated and verified with respect to the pathological report.
Fig. 4 (a) The scanned Hyperspectral (HS) image of the investigated Liver Tissue Sample#1 highlighting the measured diffuse reflection ($R_d$) regions over the spectral range (400–1000 nm); (b) the blue pixel demonstrate the ($R_d$) of the normal tissue not affected with the thermal region where it's presented in the graph by the blue solid line; the red pixel representing the thermal regions and plotted in the graph with the red solid line, additionally the black pixel represent the ablated region with a black solid line in the graph.

Fig. 5 The scanned HS images of the investigated ex vivo liver Sample #1 after ablation from 450 nm till 900 nm with 50 nm resolution, where we could visually see the differentiation of the Ablation and thermal effect regions on the various HS images in the spectral range.

The reflectance spectrum signature of each pixel generated from the thermal and ablated regions of a liver tissue surface was separated and used to compute a normal reflectance range. The degree and level of thermal effect to the tissue could be highlighted according to the spectrum wavelength to distinguish the selective regions (ablated, thermal manipulated, and normal tissues). The spectral reflectance signatures were measured and evaluated from the mean of the three different regions on the investigated liver tissue sample, as illustrated in Fig. 4(a).

The deliberate optical spectrum of the investigated liver sample over the wavelength spectrum 400–1000 nm. The experiment was exploited utilizing ex vivo bovine liver tissue, where captured HSI is scanned and segmented, selecting specific regions to measure the optical properties of the ablation region and another region around it for measuring the thermal consequence to the normal tissue, as shown in the pixel identification in Fig. 4(a).
Fig. 6 The bar plot which highlighted the contrast between each region (normal, thermal, and ablated) districts in the investigated ex vivo Liver Sample #1.

The measured diffuse reflectance ($R_d$) of the selected regions (normal, thermal, and ablated) were plotted in the graph illustrating the distinction shift of the wavelength between the normal tissue and ablated signature, as demonstrated in Fig. 4(b). The blue pixel demonstrates the diffuse reflection ($R_d$) of the normal tissue which is
not affected with the thermal region where it is presented in the graph by the blue solid line; the red pixel representing the thermal regions and plotted in the graph with the red solid line, additionally the black pixel represent the ablated region with a black solid line in the graph.

To avoid the time-consuming of the 447 spectral images of the investigated sample, we select the Ten images of the investigated sample after ablation over the spectrum (400–1000 nm) with 50 nm resolution. We noticed visually that to differentiate between the normal and the thermal region was more identified in the spectrum (550–650 nm). However, to segregate between the normal and the ablated regions was highlighted in the wavelength (850–950 nm), as liver Sample #1 illustrated in Fig. 5, liver Sample #4 in Fig. A3, and liver Sample #5 in Fig. A4 at the Appendix.

The bar chart highlighted the contrast between the investigated ex vivo liver sample regions (normal, thermal, and ablated). The wavelength (600 nm) shows high contrast between the normal and the thermal regions. On the other hand, at wavelength (900 nm) represents high contrast between the normal and the ablated regions, although discriminate between the thermal and ablated regions, as more clarified in Fig. 6.

Selecting the optimum spectral image (900 nm) from the bar plot of Fig. 6, which could discriminate between (normal / ablated) regions, additionally between (thermal / ablated) regions to the original image utilized with the custom processing algorithm to increase the image contrast then image clustering.

To validate the increment of the image contrast we utilize the Histogram chart. The original image of the investigated liver tissue at spectral wavelength (900 nm), is presented in Fig. 7(a) that is drawn in the histogram chart with green bars. Then, the enhanced image displayed in Fig. 7(b) was clearly highlighted the stretch of the histogram bars drawn in purple, as illustrated in Fig. 7(c). Furthermore, we apply the same procedure on the additional experimental investigation liver tissue samples, where Sample #4 and Sample #5 after ablation and slicing had been displayed in Fig. A5 and Fig. A6, respectively in the Appendix.

Fig. 8 represents the custom algorithm processing, where the selected optimum spectral image (900 nm) as the original image. Which could discriminate between (normal / ablated) and additionally between (thermal / ablated) regions, as displayed in Fig. 8(a). Increasing the image contrast utilizing the “Top-hat Transform” and “Bottom-hat Transform”, as shown in Fig. 8(b) and Fig. 8(c), respectively. The image outcome in the Fig. 8(d) is the high contrast image. Next, this high contrast image with the “Watershed segmentation”, as shown in Fig. 8(e) was used. Finally, there are the delineation of the ablation region in red contour and the thermally affected region in blue contour, as displayed in Fig. 8(f). Moreover, to validate the custom algorithm processing, we apply the same steps on the additional experimental investigation liver tissue samples, where Sample #4 and Sample #5 after ablation and slicing had been displayed in Fig. A7 and Fig. A8, respectively in the Appendix.

Fig. 8 The investigated liver tissue Sample #1; (a) the acquired hyperspectral image at 900 nm; (b) the image contrast enhancement after top-hat transforms; (c) the image contrast enhancement after bottom-hat transforms; (d) the enhanced contrast image; (e) the final complement enhancement image; (f) the delineation contour for the ablation and thermally affected region in red and blue, respectively.
4 Discussion

The non-invasive thermal ablation such as (RFA, MWA, and Laser Ablation) is the leading therapeutic equipment for un-resection liver tumors. The thermal observation with the well-chosen image-guided system is vital to achieving a fruitful removal of tumors with the least possible thermal damage of liver tissues [75–78].

The presented approach setup utilizing HS camera aims to measure the diffuse reflectance ($R_d$) of the selected regions (normal, thermal, and ablated) for the investigated ex vivo liver Sample #1. The scanned HS image cube over the spectral range (400–1000 nm) shows a different spectral signature for each region, as displayed in Fig. 4.

To reduce the time of image processing for the investigated cube, we select from the 447 spectral channel, ten images in the wavelength range (450 – 900 nm) with 50 nm resolution. Although, from visual inspection, it was clear that the wavelength range (550 – 650 nm) was highly identifying between the normal and the thermal region. However, wavelength (850 – 950 nm) highlights more the contrast between the normal and ablated regions, as liver Sample #1 illustrated in Fig. 5, liver Sample #4 in Fig. A3, and liver Sample #5 in Fig. A4 at the Appendix.

Demonstrating these results by utilizing the histogram in the appearance of a bar graph to highlight the contrast between the investigated ex vivo liver sample regions (normal, thermal, and ablated). Wavelength (600 nm) represents a high contrast between the normal and the thermal regions. Contrariwise, at a wavelength (900 nm) represents high contrast between the normal and the ablated regions, as shown in Fig. 6.

Next, to verify the experimental results we exploited the statistical analysis of the measured diffuse reflectance ($R_d$) for the investigated samples. Which, demonstrates a high sample variance ($S$) between normal and thermal regions at a wavelength (600 nm). However, the wavelength (900 nm) shows a high variance between both the normal / ablated and ablated / thermal regions, as represented in Table 1.

Selecting the optimum spectral image (900 nm) which could discriminate between (normal / ablated) regions, additionally between (thermal / ablated) regions to the original image utilized with the custom processing algorithm to increase the image contrast then image clustering.

To verify the enhancement of the image contrast we utilize the histogram chart, as shown in Fig. 7. The original image of the investigated liver tissue at spectral image (900 nm), is presented in Fig. 7(a) that is was drawn in the histogram chart with green bars. The enhanced image displayed in Fig. 7(b) was clearly highlighted the stretch of the histogram bars drawn in purple, as illustrated in Fig. 7(c). Furthermore, for more validation to the algorithm steps, we apply the same procedure on the additional experimental investigation liver tissue samples, where Sample #4 and Sample #5 after ablation and slicing had been displayed in Fig. A5 and Fig. A6, respectively in the Appendix.

The optimum spectral image at (900 nm) was selected and processed by the custom algorithm, to discriminate mainly between (Normal / Ablated), then classify (Thermal / Ablated) regions. To enhance the image contrast, we exploited the “Top-hat Transform” and “Bottom-hat Transform”, as shown in Fig. 8(b) and Fig. 8(c), respectively. The outcome improved image, as presented in Fig. 8(d) was processed utilizing the “Watershed segmentation”, as shown in Fig. 8(e). Furthermore, the delineation of the ablation and thermally affected regions were displayed in Fig. 8(f) and identified with red and blue contours, respectively. Finally, for more validation to the algorithm process, we repeat the experimental investigation on additional liver samples, as shown in Fig. A7 and Fig. A8 in the Appendix, for sample #4 and sample #5, respectively.

5 Conclusion

In brief, the represented approach reveals the hyperspectral camera capabilities to provide precise information for surgeons by early delineation to the detected thermal effects to avoid overheating ablation. This overheating may lead to cell necrosis due to the inaccuracy of the exploratory modality used, or the lack of experience. Hyperspectral imaging is a prevailing tool in perception the thermal ablation with the least time, however, it cost too much in regards to the commercial CCD camera and it can't work progressively as the spectral cube consumes more time for image analysis over the 447 frames and image processing. To reduce the time expenses for HSI data processing we were able to identify a spectral band, centered at 600 nm, to discriminate between the normal and the thermally ablated regions Moreover, at the spectral band centered at 900 nm a high contrast was achieved between the normal and the ablated regions. Therefore, it would be possible in the future work to provide direct feedback on the resection edges to the specialist during surgery. Along these lines, the subsequent stage is to approve the procedure as an edge evaluation method during liver tumor surgery.
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Appendix: Optical Signature Analysis of Liver Ablation Stages Exploiting Spatio-Spectral Imaging

Fig. A1 Demonstration for the *ex vivo* Liver Tissue from a bovin for the optical properties (transmission, reflection, absorption, and scattering) over the various spectrum ranges.

Fig. A2 (From Up to Down) The investigated liver Sample #5, liver Sample #6, and liver Sample #7; (a) the investigated liver sample before ablation inserted in neutral buffered saline and observed with a multimeter (Fluke, 289, USA), (b) the investigated liver sample inserted in the neutral buffered saline for tissue size recording, (c) the investigated liver sample after ablation in the experimental plastic tray with the active RF tip inserted in the sample, (d) the investigated liver sample after ablation and slicing to compare the actual ablated region and recording the size by scientific expert, (e) the sliced liver Sample #2 after ablation and wrapped in the vacuumed bags and tissue storage solution prepared to be sent to the pathological lap.
Table A1 The experimental data of the investigated liver tissue samples with the power protocol and duration for each experiment and the actual measured of the ablation region after sample slicing.

<table>
<thead>
<tr>
<th>No.</th>
<th>Liver Sample Identification</th>
<th>Sample Size L×W, cm</th>
<th>Tissue Thickness h, cm</th>
<th>Position of RF Tip, cm</th>
<th>RF generator Power, W</th>
<th>Time of Ablation, min</th>
<th>Size of Ablation L×W, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sample #1</td>
<td>10.1×9.5</td>
<td>2.8</td>
<td>1.5</td>
<td>35</td>
<td>2.5</td>
<td>1.9×0.7</td>
</tr>
<tr>
<td>2</td>
<td>Sample #2</td>
<td>9.1×10.5</td>
<td>2.3</td>
<td>1.5</td>
<td>35</td>
<td>4</td>
<td>2.1×0.8</td>
</tr>
<tr>
<td>3</td>
<td>Sample #3</td>
<td>11.1×10.2</td>
<td>2.7</td>
<td>1.5</td>
<td>30</td>
<td>5</td>
<td>3.1×1.3</td>
</tr>
<tr>
<td>4</td>
<td>Sample #4</td>
<td>15.1×9.5</td>
<td>3.1</td>
<td>2</td>
<td>25</td>
<td>2</td>
<td>1.1×0.41</td>
</tr>
<tr>
<td>5</td>
<td>Sample #5</td>
<td>16×10.6</td>
<td>3.6</td>
<td>1.5</td>
<td>40</td>
<td>2.3</td>
<td>4×1.2</td>
</tr>
<tr>
<td>6</td>
<td>Sample #6</td>
<td>17×9</td>
<td>2.5</td>
<td>1.5</td>
<td>50</td>
<td>3.5</td>
<td>4.7×1.3</td>
</tr>
<tr>
<td>7</td>
<td>Sample #7</td>
<td>9.2×9.5</td>
<td>2.3</td>
<td>1.5</td>
<td>35</td>
<td>2</td>
<td>2.1×0.8</td>
</tr>
</tbody>
</table>

Fig. A3 The scanned HS images of the investigated ex vivo liver Sample #4 after ablation from 450 nm till 900 nm with 50 nm resolution, where we could visually see the differentiation of the ablation and thermal effect regions on the various HS images in the spectral range.

Fig. A4 The scanned HS images of the investigated ex vivo liver Sample #5 after ablation from 450 nm till 900 nm with 50 nm resolution, where we could visually see the differentiation of the ablation and thermal effect regions on the various HS images in the spectral range.
Fig. A5 The original image at wavelength 900 nm of the investigated Liver tissue Sample #4 after ablation and slicing but before image contrast enhancement; (b) the enhanced image contrast utilizing the “Top-hat and Bottom-hat transforms”; (c) the histogram which reveals the contrast of the original image with the green bars and the enhanced image contrast with the purple bars.
Fig. A6 The original image at wavelength 900 nm of the investigated liver tissue Sample#5 after ablation and slicing but before image contrast enhancement; (b) the enhanced image contrast utilizing the “Top-hat and Bottom-hat transforms”; (c) the histogram which reveals the contrast of the original image with the green bars and the enhanced image contrast with the purple bars.
Fig. A7 The investigated liver tissue Sample #4 after thermal ablation and slicing; (a) the acquired hyperspectral image at 900 nm; (b) the image contrast enhancement after top-hat transforms; (c) the image contrast enhancement after bottom-hat transforms; (d) the enhanced contrast image; (e) the final complement enhancement image; (f) the delineation contour for the ablation and thermally affected region in red and blue, respectively.

Fig. A8 The investigated liver tissue Sample #5 after thermal ablation and slicing; (a) the acquired hyperspectral image at 900 nm; (b) the image contrast enhancement after top-hat transforms; (c) the image contrast enhancement after bottom-hat transforms; (d) the enhanced contrast image; (e) the final complement enhancement image; (f) the delineation contour for the ablation and thermally affected region in red and blue, respectively.
A stable light source is very important to achieve usable measurement information, also to ensure measurement repeatability, and affecting the accuracy of the HS camera. We aimed to measure the light diffuse reflectance ($R_d$) for an ex-vivo liver tissue samples, by exploring the optical properties spectroscopy in the near-infrared and visible (NIR-VIS) spectrum. Where, the utilized light assembly for our hyperspectral imaging (HSI) system, a power supply controller for the source light (Mean Well, ENP360-12, Taiwan) with a polychromatic light source (4 × 35 W tungsten halogen lamps) at wavelength range (380~1050 nm), as shown in Figure A9.

![Fig. A9 Hyperspectral Optical Imaging system for measuring the light diffuse reflectance ($R_d$) of the investigated ex-vivo tissue samples; (1) Hyperspectral camera (Resonon, Pika XC2, USA); (2) Electrosurgical Generator (Premier; 2001e, France); (3) The Source light for the transmission measurement trials (Fiber-lite, MI-150, USA); (4) The power supply controller for the light source (Mean Well, ENP360-12, Taiwan) of diffuse reflection ($R_d$) measurement trials; (5) The 4-Halogen lamps (4 × 35 W halogen lamps) at wavelength range (380~1050 nm); (6) the linear translation stage; (7) The investigated ex-vivo liver sample; (8) The computer and Image Software Processing and Analysis, (9) white tile with high reflectance (Avian Technologies, FWT-99-300R058, UK).](image)

The tungsten halogen incandescent lamps are thermal radiators. Where, light is generated by heating a solid body up to a high temperature, as temperature increase leading to more luminous light, and inversely for the wavelength (The melting point of tungsten (3383 °C) does not allow the peak to be shifted into the visible, about 20% of the total radiation is given off as “light”, about 0.3% in the UV region, and the remaining majority as heat) [1].

This type of lamps, generates a continuous distribution of light across the visible spectrum, although most of the energy emitted by these lamps is dissipated as heat in the infrared (IR) wavelengths. Due to their relatively weak emission in the ultraviolet portion of the spectrum, tungsten-halogen lamps are not as useful as arc lamps and lasers for examining specimens that must be illuminated with wavelengths below 400 nm [2], as illustrated in Figure A10.
Fig. A10 The spectral distribution of the tungsten halogen incandescent lamps illustrates as temperature increase leading to more luminous light and shorter wavelength and the heat dissipation in the direction of the infrared (IR) wavelengths.

Furthermore, during the warm-up time, tungsten halogen light sources normally alter their spectral power distribution and release considerable amount of energy by way of heat, IR. Throughout this warm-up period, an increasing amount of IR promotes changes in the spectral power distribution and results may differ when measurements are taken during this time. Hence, it is recommended that the light source is allowed to stabilize for about 3-5 minutes [3]. In the presented study we maintain a considerable time about ~3 minutes (warming in advance of the investigation sample capturing), and not to exceed the reasonable warming time to avoid the heat effect on the investigated samples.

Additionally, in the NIR and VIS region, if the wavelength is longer, its signal/noise ratio would be relatively better for measurements. Such types of light sources are ideal for reflective and transmissive measurements in the VIS-NIR’s longer wavelengths [2,3]. As in our investigation, we aim to measure the light ($R_d$), that’s why we chose this specifically HS camera model (Resonon, Pika XC2, USA) with spectral range (400-1000 nm), as displayed in Figure A11.
Finally, at the startup of each investigation, and before capturing the investigated samples, we measure the light diffuse reflectance (Rd) of the highly reflectance white board (Avian Technologies, FWT-99-300R058, UK) to be our reference, as indicated with No# 1 in Figure A9.
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Abstract. Present paper describes features of the component composition in the secondary structure of BSA–containing protein complexes isolated from ultra-pasteurized (UHT), sterilized (SHT) and powdered (DRY) milk. We have found β–sheets to present in all complexes investigated. However, the smallest number of such components have been revealed in samples derived from sterilized milk with less β–sheets in 1621–1626 cm⁻¹ region. The composition study of the complexes originated from UHT milk has shown random coils to be the rarest in them. When considering the structure of the complexes isolated from powdered milk, the α–310–helices were more characteristic for such samples, then the α–helix. Moreover, during spray–drying, the number of random structures increase with a simultaneous decrease in the number of β–sheets, whereas in UHT – and SHT – processing the number of random structures is inversely proportional to the number of α–helices. © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction

Due to its high nutritive value, milk is a useful and popular food product worldwide. Therefore, the development of preservation methods along with the means to maximize its nutritional value is a trend in the food industry. Today, main technological approaches are based on high temperature treatment aimed at removing pathogenic microflora. Table 1 shows the main temperature diapasons of heat treatments, which are currently used for long–term milk preservation.

Milk proteins undergo certain changes of their conformation under technological conditions. However, the rate and nature of alterations vary drastically and depend not only on the chemical composition, but also on the structural organization of a protein globule.

Table 1 General Milk Processing Parameters.

<table>
<thead>
<tr>
<th>Type of the Heat–Treatment</th>
<th>Heating Temperature, °C</th>
<th>Incubation time, sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHT</td>
<td>~135 – 143</td>
<td>0.4–4 [1]</td>
</tr>
<tr>
<td>SHT</td>
<td>~115 – 120</td>
<td>900–1200 [1]</td>
</tr>
<tr>
<td>Spray drying</td>
<td>~150 – 200</td>
<td>Few sec. [1–3]</td>
</tr>
</tbody>
</table>
Milk proteins undergo certain changes of their conformation under technological conditions. However, the rate and nature of alterations vary drastically and depend not only on the chemical composition, but also on the structural organization of a protein globule.

Whey proteins are the most thermolabile. Because of the different component composition of the secondary structure, the presence of SS/SH – groups and bonds and the presence of metal ions, thermal stability decreases in the series α – actalbumin > β – lactoglobulin > BSA [4–6].

Among whey proteins BSA is one of the least thermally stable, denaturing irreversibly already at 57 – 59 °C. However, the conformational changes occurring twice: at 57 °C and 75 °C [7]. In its native state this protein contain no β – sheets but mainly α – helices [8], It loses them together with β – turns at 57 °C, while at temperatures above 70 °C irreversible intramolecular β – sheets are formed [7]. Since this protein contains free thiol group at Cys34, which is hidden inside the hydrophobic pocket in native globule, but exhibited at denaturation [6], SS/SH – exchange reactions are also an important factor in the formation of aggregates which includes this protein. On the other hand, BSA also forms protein complexes due to hydrophobic interactions with its surface. During the treatment with the temperatures higher than thermal denaturation, BSA is assumed to convert into a molten globule (MG), MG1. With further increase in temperature, MG1 slowly turns into MG2 – the structure with a more hydrophobic surface [9], which makes protein highly reactive [10]. Therefore, the aggregation of BSA proceeds mainly via two mechanisms: 1 – through the reactions of thiol–disulfide exchange, and 2 – hydrophobic interaction.

The more heat–resistant whey protein milk is β – lactoglobulin. Although aggregating is mostly the result of SS/SH–exchange reactions, this process is mediated by a change of the secondary structure. Each individual globule mainly consists of anti–parallel β – sheets formed by eight β – chains wrapped around the molecule and forming a hydrophobic pocket, flanked by an α – helix from its outer surface [11]. Separate β – chains are connected with two disulfide bridges: Cys66 – Cys160 and Cys106 – Cys119. Cys121 possessing free SH – group is hidden inside the hydrophobic pocket under the α – helix [12, 13]. Partially irreversible denaturation of this protein occurs at 58–60 °C and mainly affects the α – helix. Irreversible denaturation occurs at 63 °C and results in critical decrease in the β – sheets content, followed by the exposure of hidden SH – group and the initiation of SS/SH polymerization reactions of β – lactoglobulin [14, 15]. At this state β – lactoglobulin is highly reactive and aggregates with milk proteins including BSA both via SS/SH–exchange and hydrophobic interaction [16].

Possessing Ca²⁺ ion, α – lactalbumin reversibly denatures up to 95 °C [17]. Native α – lactalbumin consists of two α – helical domains, including four α – helices and three α – 310 – helices, as well as β – sheet areas that include antiparallel β – sheet and α – 310 – helix. Although this protein does not contain free thiol groups, during heat-treatment it can form aggregates through thiol-disulfide exchange reactions with other milk proteins, possessing available free–SH – group (e.g denatured BSA) [18]. These authors also reported the formation of hydrophobically stabilized aggregates of α – lactalbumin and BSA during heating.

BSA is also known to form protein complexes with caseins, mainly with κ – casein and to a lesser extent αS2 – casein, formed via SS/SH–reactions [19–21]. In αS2 – and κ – casein mainly random coil, unordered structures, β – sheets and β – turns exist, but very little or no α – helices. The formation of the latter structures is distorted due to the high content of non–polar amino acids (35–40%), mainly proline [22, 23]. All caseins are phosphorylated in a various degree. Possessing of hydrophobic and hydrophilic regions together with the flexible structure, caseins are also capable of creating non-covalent intermolecular interactions [24–26].

This paper discusses the conformational features of protein complexes formed during various technological treatments of milk. Since BSA is one of the most thermolabile and reactive milk protein, the protein complexes containing it are the objects for this study.

2 Materials and Methods

Commercially available samples of spray–dried (N = 9), UHT (N = 12) and SHT (N = 8) milk produced in Russia, Belarus and Finland were used for investigation. The fat content in samples was 25 ± 5 g/L.

2.1 Milk samples preparation before the analysis

Dry milk samples were reconstituted with distilled water (1 : 10), followed by the supplementation with 1 g/L preservative (5 – bromo – 5 nitro – 1,3 – dioxin, “Bromidox”). After that the samples were left for incubation overnight at +4 °C for complete solubilization. The prepared samples were of 26 g/L in fat content.

The preservative was also added to all samples of SHT and UHT milk.

All samples were centrifuged at 23’500 g during 50 min to exclude the lipids and insoluble aggregates. After that the supernatants were filtered through the Whatman 4 filter. The filtered solutions were used for affinity chromatography purification.

2.2 Affinity chromatography

Milk samples were applied to monoclonal anti-BSA antibody (clone X69, XEMA) coupled to NH2 – Agarose through Diels–Alder cycloaddition using TCO-NHS and tet-NHS pre-activation of antibody and resin (Click Chemistry Tools). Unbound
matter was washed out with 0.1 mol/L Tris, pH 7.2, 0.4 mol/L MgCl₂ in 0.1 mol/L Tris, pH 7.2 was used to elute BSA complexes.

2.3 Sample preparation for electrophoretic analysis

For further electrophoretic study the eluates were intensively dialyzed in two steps. The first dialysis was performed against 0.1 mol/L Tris buffer pH 7.2 containing 5 mmol/L Na₂-EDTA using Vivaspin Turbo 4.50 MWCO at 1200 g for 20 min to reach the final sample: buffer ratio 1:1600. The samples then were dialyzed against 0.1 mol/L phosphate buffer, pH 7.2. All buffers contained 0.5 g/L NaN₃ as a preservative.

2.4 Determination of protein concentration

To obtain the samples of equal protein concentration we used the Pierce BCA kit (Thermo Scientific) with BSA as the standard.

2.5 Gel electrophoresis

SDS–PAGE in reducing (with 2ME) conditions was performed according to according to Laemmli method in a mini–chamber (BioRad). Briefly, the 120 g/L polyacrylamide gel was used. Buffer solution used for electrophoresis contained Tris–glycine, pH 8.3, containing 1 g/L sodium dodecyl sulfate (SDS). The 0.06 mol/L Tris–HCl buffer, containing 1 g/L SDS, glycerol and bromophenol blue, pH 6.8 was used as a sample buffer. Samples containing 1 mg/ml total protein were applied to the gel in a volume of 20 µl well. Electrophoresis was carried out for 2 h at a current of 30 mA. The starting voltage was 40 mV, which was increased to 150 mV after the sample entered the upper gel. After the front of the samples reached the middle of the gel the voltage was increased to 210 mV. After the run was complete, the gels were fixed in 500 ml/L ethanol for 30 min, after that they were washed three times with deionized water. The gel was stained with Coomassie brilliant blue G250. To decrease background the stained gels were washed with 100 g/L acetic acid overnight with constant agitation at 400 rpm.

2.6 MALDI-TOF

Protein bands were cut from the gel for MALDI-TOF analysis. The procedure was conducted at the Institute of Biomedical Chemistry, Moscow. All reagents were purchased at Sigma-Aldrich (Moscow, Russia).

The procedure was described previously [27]. Briefly, the gel cuts were washed twice with 50% acetonitrile solution in 0.1–M NH₄HCO₃ for 20 min at 37 °C followed by dehydration with acetonitrile for 5 min. The tryptic digestion was performed with 5 µL of enzyme in 0.1–M NH₄HCO₃ for 4 h at 37 °C with subsequent peptide extraction with 0.7% TFA. The extracts obtained were analyzed using MALDI-TOF mass spectrometry.

To obtain mass spectra of digests MALDI-TOF/TOF mass-spectrometer (Ultraflex II, Bruker Daltonics, Germany) equipped with an Nd : YAG laser in the reflector mode was used. The measurement of monoisotopic [MH⁺] ions was conducted in the 700 – 4500 m/z range with a tolerance of 70 ppm. The lift mode was used to obtain fragment ion spectra. The accuracy of fragment ion mass peak measurements was within 1 Da.

Spectral data analysis was performed via FlexAnalysis 3.3 software (Bruker Daltonics, Germany). To identify individual proteins MASCOT search software. Reliably identified proteins had the scores of > 82 (p < 0.05) with the use of “peptide fingerprint” option and > 55 (p < 0.05) with the use of “ion score” option. The search was conducted in National Center for Biotechnology Information (NCBI) databases or EST (expressed sequence tag) plant database or both.

2.7 FT–IR spectroscopy

To record the absorption spectra in the mid–IR range, a Tensor 37 Fourier spectrometer (Bruker, Germany) was used in combination with an ATR–instrument based on a ZnSe crystal. The ATR spectra were corrected automatically using the software provided (Opus Software). The spectra of each sample were recorded with a resolution of 2 cm⁻¹ and averaged over 256 accumulations. From the obtained absorption spectra, we subtracted the spectrum of the buffer solution (0.1 mol/L phosphate buffer, pH 7.2 + 0.5 g/L NaN₃), selecting the subtraction coefficient in such a way as to achieve a smooth baseline in the region of 2000–1800 cm⁻¹ [28]. The protein concentration in the samples was at least 5 mg/ml.

The obtained spectrum at this site was smoothed by 15 points using the Savitzky–Golay algorithm. Second derivative allowing us to determine the hidden absorption peaks, we used it to transform the spectrum according to Gauss.

2.8 Data processing

ATR–FTIR spectrograms were processed with Origin Lab 2016.

Statistical processing of the results obtained and data plotting were performed using RStudio with the packages “ggplot”, “ggpubr”, “scales”. In boxplots,
Fig. 1 Electrophoretic study of the BSA–complexes from: (a) DRY–, (b) UHT–, (c) SHT–milk: 1 – BSA; 2 – α – S1 – casein (dimer); 3 – β-casein, precursor; 4 – β-casein; 5 – κ – casein; 6 – β – lactoglobulin (monomer). Molecular weight marker (vertical): 97, 66, 45, 30, 20, 14 kDa. The composition of each band observed was performed via MALDI – TOF.

Table 2 The contingency of bands presence at a given Amide I region.

<table>
<thead>
<tr>
<th>Treatment type</th>
<th>Absorption at the region (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N observations</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the values being higher than 4·IQR (interquartile range) were treated as outliers.

To perform Barnard’s exact test, the “Exact” package was used. The structure of contingency tables to be analyzed with Barnard’s exact test is described in Table 2.

3 Results

3.1 BSA-containing protein complexes from SHT–milk showed lowest content of β – sheets

To investigate the qualitative composition of the BSA–containing protein complexes from milk we have performed electrophoretic analysis, the results of which showed not only the presence of BSA, but also other proteins that are the usual constituents of milk (Fig. 1), and their content in the complexes varied in samples depending on the source. The most homogeneous in composition were the complexes from UHT–milk.

To study the secondary structure, the Amide I region, located at the 1700–1600 cm⁻¹, was investigated. At this region “stretching” vibrations of peptide bonds C = O (approximately 80%) and –NH (about 20%) occur. The frequency of absorption and extraction of this band in this area depend on the origin of hydrogen bonds between –CO and –NH, making this area extremely sensitive to conformational changes of the protein molecule [29]. Quantitative study of this area initially assumes that it can be represented as a linear sum of several fundamental structural components: α – helices, β – sheets, random structures, etc. It is worth noting that the intensity of individual component absorption in the Amide I region is quite low, and individual peaks overlaps. Thus, under such conditions it is impossible to draw a certain conclusion about the quantitative and qualitative structural profile of the sample investigated. To overcome this problem various methods of signal amplification are used. In this paper we used the second derivative of the resulting spectrum, which allowed us to find hidden absorption peaks.

Fig. 2 (a) A typical FT–IR spectrogram of the Amide I region of protein complexes isolated from milk; (b) the result of decomposition of the Amide I region into subcomponents.
Fig. 2 shows typical diagram of the FT–IR–spectroscopy of the Amide I region of the protein complexes investigated. Fig. 2(a) illustrates that the absorption peak is centered around 1640 cm$^{-1}$, which was noticed for all samples regardless of the processing source. In this area both $\beta$–sheets and random coils are absorbed.

In order to further interpret the results obtained and clarify the component composition of the spectrograms obtained we found the second derivative for each spectrum (Fig. 2b).

From its wavenumber each peak attributes to a specific structure, i.e. $\alpha$–helix, $\beta$–sheets, random coils, since each of the secondary structure has its own vibration. As Amide I is the sum of all the individual structures, it is also possible to reveal the contribution of a particular structure to the total absorption. This allowed us to conclude on the quantitative composition for the secondary structure of the samples studied. In this paper, the wavenumbers are correlated with a specific structure as shown in Table 3.

### Table 3 The main spectral bands characteristic for the secondary structures

<table>
<thead>
<tr>
<th>Secondary structure</th>
<th>Wavenumber, cm$^{-1}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$–sheet</td>
<td>1620 – 1639</td>
<td>[29–31]</td>
</tr>
<tr>
<td>$\alpha$–helix</td>
<td>1650 – 1660</td>
<td>[32]</td>
</tr>
<tr>
<td>Random coil</td>
<td>1640 – 1650</td>
<td>[29–31]</td>
</tr>
<tr>
<td>$\alpha$–3$\alpha$–helix</td>
<td>1660 – 1666</td>
<td>[33]</td>
</tr>
<tr>
<td>$\beta$–turn and $\beta$–loop</td>
<td>1667 – 1688</td>
<td>[30]</td>
</tr>
<tr>
<td>Intermolecular $\beta$–sheet</td>
<td>1615 – 1620</td>
<td>[34–36]</td>
</tr>
<tr>
<td></td>
<td>1690 – 1695</td>
<td>[36]</td>
</tr>
</tbody>
</table>

Fig. 3 shows the heat map of the absorption peaks prevalence at the Amid I region for BSA–containing protein complexes isolated from milk of various processing temperatures.

As can be seen, the areas of $\beta$–sheets absorbance 1614–1620, 1627–1639, 1678–1695 cm$^{-1}$ were observed in all of the complexes studied. On the other hand, the presence of absorption peaks in the areas of 1621–1626, 1640–1650, 1651–1658, and 1660–1664 cm$^{-1}$ varies depending on the milk treatment used. To investigate the significance of the differences observed at these regions we compiled sets of contingency tables. These tables were analyzed using the Barnard’s exact test, which is similar to Fisher’s exact test, but with greater power analyzing 2 × 2 contingency tables with a small number of observations [37]. The results of the Barnard’s exact test are shown in Table 4.

### Table 4 Comparison of the structure occurrence at the given Amide I region in the samples depending on the treatment applied

<table>
<thead>
<tr>
<th>Range, cm$^{-1}$</th>
<th>Treatment type comparison</th>
<th>N observations</th>
<th>N total</th>
<th>$P$–value (Barnard’ test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1621–1626</td>
<td>UHT vs SHT</td>
<td>8 vs 1</td>
<td>12 vs 8</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>UHT vs DRY</td>
<td>8 vs 4</td>
<td>12 vs 9</td>
<td>0.356</td>
</tr>
<tr>
<td>1640–1650</td>
<td>UHT vs SHT</td>
<td>4 vs 7</td>
<td>12 vs 8</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>UHT vs DRY</td>
<td>4 vs 8</td>
<td>12 vs 9</td>
<td>0.012</td>
</tr>
<tr>
<td>1660–1664</td>
<td>UHT vs SHT</td>
<td>3 vs 3</td>
<td>12 vs 8</td>
<td>0.603</td>
</tr>
<tr>
<td></td>
<td>UHT vs DRY</td>
<td>3 vs 7</td>
<td>12 vs 9</td>
<td>0.021</td>
</tr>
</tbody>
</table>
At all the regions considered the absorption peaks of BSA–containing complexes from dry and sterilized milk the significant differences in their abundance were not found. In addition, when analyzing the frequency of peak occurrence at the region of 1651–1658 cm⁻¹ all the complexes showed no significant differences between each group. On the other hand, when analyzing the area of 1640–1650 cm⁻¹, in which oscillations of random structures are observed, the lowest abundance of such structures was found in the complexes originated from UHT–milk, while such structures were shown to present in all complexes from sterilized and dried milk. At the region of 1660–1664 cm⁻¹, where α – 3₁₀ – helices are usually observed, when comparing complexes from dry and UHT milk for the latter these structures were statistically less common.

The analysis of 1621–1626 cm⁻¹ region showed the smallest presence of absorption peaks for complexes isolated from sterilized milk. Absorption in this area is also associated with the presence of intermolecular β – sheets of unfolded protein components formed during heat treatment [38]. According to Ref. [39], absorption at this site is characteristic of intermolecular amyloid–like structural components.

Considering the heat map analysis, it can be concluded that although the absorption profiles were distributed similarly, there is a number of significant differences between the samples of the complexes resulting from different processing. The displacement towards the higher wave numbers of the structural profile in protein complexes isolated from dry milk was the most common characteristic among all the samples studied. Generally, the density distribution of wavenumbers in this profile was shifted to the right, which is clearly noticeable when analyzing the region of α – helices (1651–1658 cm⁻¹). These samples had the highest density of α – 3₁₀ – helices located at 1660–1664 cm⁻¹ region, which indicates a trend to the “α – helices → α – 3₁₀ – helices” shift in them. Being typical for certain milk proteins, for example, α – lactalbumin [40], the presence of α – 3₁₀ – helices in this case can be attributed to the result of denaturation changes taking place in the milk proteins during drying.

Comparing samples originated from UHT– and SHT–milk it is noticeable that both groups had little differences at the region of α – helices, however, the greatest variety in the presence of such structures are found at the region of random coil. Such structures were shown to be more typical for samples from sterilized milk. The same observation for this region was also valid for the samples isolated from dry milk, where the presence of random structures was characteristic in all the considered cases. It can be concluded that the formation of random coil was not typical for the UHT processing, in which the high–temperature effect is of short duration.

3.2 Random coil was the prevalent structure for all types of BSA–complexes

The quantitative analysis of the secondary structure components in the samples under consideration showed their uneven distribution (Fig. 4). The components with vibrations in the range of 1642–1660 cm⁻¹ were shown to have the greatest contribution, which was also observed in the original spectrograms. Both random coil and α – helix vibrate in this region.

To evaluate the ratio of the contribution of each secondary structure and the level of its significance, Fig. 4 shows the quantitative structural compositions in the studied protein complexes originated from milk of various heat treatments. In the complexes investigated, the contribution scatter of the random coil to the secondary structure of protein aggregates originated from dry milk was the widest among both the type of processing applied and the contributions of other structures under consideration (Table 5).
All complexes investigated were shown to have the greatest number of random structures, the smallest – β–sheets (p = 0.0045) in their overall secondary structure. When considering complexes formed in UHT–milk, the difference in the content of β–sheets and α–helices is most pronounced (p = 0.001). The content of the latter in such complexes was high (about 40 ± 6.4%), and their distribution in the samples was rather narrow. Quantitatively, in all cases studied the content of β–sheets was significantly smaller than the content of random structures (p = 0.004).

The secondary structures in complexes from sterilized milk were distributed similarly to the ones of UHT–milk. β–sheet content was smaller with respect to both random coil (p = 0.001) and α–helices (p = 0.004).

The number of random coils in all the complexes studied was at the level of 37–43% and was not statistically different with respect to the treatment used, but the widest variation in quantity of such structures was found in the complexes isolated from dry milk, as noted above. This observation can be explained by the wider variety of temperature regimes used for the milk spray–drying implementation, leading to a higher variation of denaturation degree in milk proteins, which reflects in the secondary structure. Table 5 shows the β–sheets possessed the least quantitative contribution into the secondary structure components of all the samples studied, being less than 30%. Depending on the source of the complexes, they were distributed according to the principle of SHT ≤ DRY ≤ UHT: a smaller number of these structures in BSA–containing complexes from sterilized milk were found when compared with both complexes of UHT–milk (p = 0.005) and the ones isolated from dry milk (p = 0.03). Such an observation may be caused by the specificity of this technological process, as sterilization is not only high–temperature, but also the most long–term of the processes under consideration. Apparently, this alters the protein globules much stronger. The difference in the number of β–sheets in the complexes of dry and UHT milk was not of statistical significance.

### 3.3 α–helices were more characteristic for protein complexes from UHT–milk, rather than for complexes of dry milk.

Considering the content of α–helices, it was found that the largest number of such components was characteristic to UHT–milk (Fig. 5). It should be noted, that the content difference was statistically significant for complexes of dry and UHT–milk (p = 0.012), but insignificant for the aggregates of UHT– and SHT–milk. Thus, the mobility of such structures is affected by the dehydration taking place during the spray–drying of milk to a greater extent, rather than high temperature and exposure duration.

### Table 5 The contribution of structural components in samples of milk proteins complexes obtained from the sources various heat treatment (mean ± SD, %)

<table>
<thead>
<tr>
<th>Treatment</th>
<th>β–sheet</th>
<th>Random coil</th>
<th>α–helix</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHT</td>
<td>24.40 ± 6.65</td>
<td>42.48 ± 4.18</td>
<td>40.36 ± 6.41</td>
</tr>
<tr>
<td>SHT</td>
<td>16.66 ± 3.01</td>
<td>41.46 ± 5.03</td>
<td>28.51 ± 3.88</td>
</tr>
<tr>
<td>DRY</td>
<td>21.84 ± 6.02</td>
<td>37.04 ± 7.52</td>
<td>28.92 ± 6.73</td>
</tr>
</tbody>
</table>

**Fig. 5** Comparison of quantitative distribution of secondary structure in protein complexes depending on the type of processing used. Outliers are marked with a red asterisk, Mann–Whitney test significance levels are black: “ns” – p > 0.05; “*” – p ≤ 0.05; “**” – p ≤ 0.01; “***” – p ≤ 0.001; “****” – p ≤ 0.0001.
3.4 Mutual conversion of secondary structure in protein complexes is affected by the type of heat treatment

Among the major structural components, the presence of $\beta$–sheets were detected in all complexes, but their number varied in the samples as mentioned above. Fig. 6 shows the mutual correlations of structural components in BSA–containing complexes of variously processed milk relative to the content of $\beta$–sheets in it.

Although in some cases the dependencies are expressed implicitly (high $p$–value, Spearman), it is noticeable that samples from dry milk containing more $\beta$–sheets in the Amide I region also contained more $\alpha$–helices (excluding $\alpha$–3$_{10}$). Controversially, such samples were shown to possess reduced the content of random coils. This observation could be explained as the mutual conversion of structural components in such samples.

An opposite situation was observed in the study of the structure contributions in complexes of sterilized and UHT milk. Random coils in such samples were found in greater amount, although they varied in the frequency of occurrence, which was mentioned above. Simultaneously, a decrease in the content of $\alpha$–helices was observed in samples along with an increase in the content of $\beta$–sheets.

During UHT processing, the protein complexes showed a decrease in the number of $\alpha$–helices, which correlates with an increase in the $\beta$–sheet content ($R = -0.82$). When considering the mutual correlation of the secondary structure components in complexes of sterilized milk, this tendency can be clearly seen. Thus, it can be concluded that $\alpha$–helices are converted into random coils in these two processing types.

Although the two methods, SHT– and UHT–processing, vary greatly in their implementation, spray–drying causes an additional effect of dehydration, which obviously affects the profile of the secondary structure in protein complexes.

**Conclusion**

The study has found that the components of the secondary structure in BSA–containing protein complexes isolated from milk of various technological processing are unevenly distributed. All complexes studied were shown to contain $\beta$–sheets, but their quantitative contribution in all cases was small relative to the other secondary structures. The lowest content

Fig. 6: Mutual correlation of secondary structure in complexes isolated from milk of various technological processing: (a) UHT–milk, (b) SHT–milk, (c) spray–dried milk. Triangle and circle depict $\alpha$–helices and random coil content, respectively. $R$ reflects the Spearman correlation coefficient, $p$ – the significance of correlation. The data marked with red asterisk were not considered.
of β–sheets was found in SHT–milk, thus it can be concluded that it is the exposure time to high temperature that leads to a decrease in their content. For UHT–milk complexes, the smallest frequency in occurrence of random coils was also noted. This observation could be explained with the shortest incubation time at a high temperature in the process among those considered, preventing the formation of such structures. When comparing complexes of dry and UHT–milk, the presence of α – 310–helices was more characteristic than α – helices for the complexes of the first treatment type. This fact also confirmed when comparing the quantitative contribution of α – helices to the secondary structure of these complexes. Thus, dehydration during spray–drying could be concluded to promote the shift at this region towards large wave numbers.

The study of mutual correlation of the secondary structures quantitative contribution established similar models for UHT– and SHT–processes, differing from those, which occur during the spray–drying. Thus, in the samples of SHT– and UHT–treated milk samples, an increase in the number of random coils occurs with a decrease in the number of α – helices, while during spray–drying the increase in random structures correlates with a decrease in the number of β – sheets.

Based on the data described, the alteration of milk proteins’ secondary structure during heat treatment is greatly defined by the certain type of technological processing. With further investigations this finding could be used for the improvement of identity control methods applied for dairy products.
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Abstract. In this work, Raman and autofluorescence spectroscopy in the near-infrared region has been used for examining amelanotic melanoma as the most dangerous type of malignant melanoma. There were 9 patients with amelanotic melanoma, 60 with pigmented melanoma and 120 with basal cell carcinoma enrolled in this study. We studied 9 amelanotic melanoma cases to differentiate them from basal cell carcinoma (n = 120) and pigmented malignant melanoma (n = 60) using portable spectroscopy setup with laser excitation source at 785 nm and low-cost spectrometer. The spectra of the different tumor type were classified using projection on the latent structure analysis with 10-Fold cross-validation. The results of the tumor classification were presented using box-plot diagrams and ROC analysis. We obtained 0.53 and 0.88 ROC AUCs for distinguishing amelanotic melanoma versus (1) pigmented melanoma and (2) basal cell carcinoma respectively based on the joint autofluorescence and Raman spectroscopy analysis that allowed one to diagnose amelanotic melanoma as true melanoma but no basal cell carcinoma. © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction

Melanoma is one of the most aggressive skin malignancies that caused the highest number of deaths of the all cases of skin cancer due to its metastatic character. In 2020, 324,635 new cases of melanoma incidence and 57,043 deaths from melanoma were registered worldwide that is significantly higher in comparison with the last years [1]. Moreover, a high incidence of melanoma is observed among young individuals in comparison with other skin tumors.

The ABCD algorithm is basic diagnostic method for melanoma detection at the preliminary stage worldwide based on the following features: asymmetry (A), border irregularity (B), color (C) variation and diameter (D). However, atypical morphological features of malignant melanoma (MM) complicate the detecting melanoma at the early stages that leads to the untimely treatment. Amelanotic melanoma (AMM) is one of the most dangerous melanoma types accounted for about 2–8% of all melanomas [2, 3]. AMM has a variety of clinical appearances and partial or complete pigment absence.
simulating nonmelanocytic skin lesions (basal cell carcinoma (BCC), keratoacanthoma, seborrheic keratosis, Bowen’s disease, etc.), that may not be so dangerous to the patient’s survival as MM. Dermoscopy analysis is not effective to diagnose AMM as true MM, as no specific clinical features and histopathologic standards [3] correspond to the AMM. This greatly complicates the detecting of AMM at the early stages even for the most experienced oncologists.

Today, optical biopsy is one of the promising methods to detect tumors based on their spectral features caused by the contribution of the different chemical components. Different optical methods including terahertz spectroscopy [4], ultraviolet and visible fluorescence spectroscopy [5], Raman spectroscopy [6, 7], diffuse reflectance spectroscopy [9] demonstrated possibility to diagnose cancer of the different body sites and in particular skin cancer. However, to improve the efficiency of the optical biopsy to detect skin cancer the combination of the different methods may be used [9]. Some initial efforts in this direction are presented more than ten years ago, using combination of UV-excited autofluorescence and diffuse reflectance spectroscopy of pigmented skin disorders, including AMM lesions. However, the authors utilized 337 nm nitrogen laser as an excitation source, which is suboptimal for clinical applications, due to complex support of this type of laser systems and UV irradiation application [10].

When using long wavelength spectral range, namely 785 nm laser excitation for tissue analysis, one has a unique possibility to register simultaneously both autofluorescence in the near-infrared region (NIR) and Raman signals that carries information about biochemical composition of tissue [7]. In this context, combination of Raman and autofluorescence could be an appropriate method for recognizing AMM as a true MM at the preliminary step based on the specific spectral features.

Recent studies [6–8] have performed optical biopsy based on the Raman spectroscopy and/or autofluorescence analysis to classify melanoma versus seborrheic keratosis, pigmented nevus and other type of malignant tumors (BCC, squamous cell carcinoma). Zeng et al. [11] focused on the detection of the spectral differences between cancer and benign lesions using 785 nm Raman spectroscopy. Borisova et al. [12, 13] have studied pigmented melanoma and different types of malignant and benign pigmented tumors based on the ultraviolet, visible and NIR autofluorescence spectroscopy. Puppels et al. [14] demonstrated the power of Raman spectroscopy to differentiate melanoma from different type of pigmented nevi. These results are very valuable for the detecting of true pigmented MM, however, there is a lack of studies involving optical biopsy in AMM detection. Therefore, the aim of this work is the application of Raman and autofluorescence combination in the detection of AMM among other malignant tumors.

2 Materials and methods

2.1 Experimental setup

In vivo tumors spectra were registered using portable spectroscopic setup using NIR excitation source (785 nm laser diode), spectrometer QE 65Pro (Ocean Optics Inc.) and Raman optical probe InPhonetics [6]. Laser radiation 785 nm is delivered to the optical detector by excitation fibers (100 μm diameter, 0.22 NA) and collimating lenses. NIR (785 nm) laser radiation passes through the bandpass filter (BPF), which cuts off the Raman component of the optical fiber. The dichroic mirror transmits 785 nm laser radiation to lens, which focuses exciting radiation onto the sample (7 mm focal length). The same lens collects Raman signal, autofluorescence and backscattered radiation. The same dichroic mirror transmits the collected radiation to NIR channels, which include an appropriate longpass filter to cut off exciting NIR laser radiation, matching lens, and collection fibers (200 μm diameter, 0.22 NA), connected to spectrometer QE 65Pro.

The spectra were registered in the 780–1000 nm region in SpectraSuite program with 0.2 nm spectral resolution that was obtained using 200 μm slit in the spectrometer. The integration time of each spectrum was 20 s with triple accumulation. The silicon tip on the optical probe allowed one to fix the 7 mm distance between probe and the skin surface to obtain the collection of the scattered radiation from the upper skin layer of 1 to 2 mm from the different anatomical sites. The laser power density on the skin was about 0.3 W/cm² and did not caused any damage to the skin or discomfort in patients.

2.2 Materials

The protocols of the in vivo tissue diagnostics were approved by the ethical committee of Samara State Medical University (Samara Region, Samara, Russia, protocol No 132, 29 May 2013, clinical studies fall within The Code of Ethics of a Doctor of Russia, approved at the 4th conference of the Russian Medical Association, and within the World Medical Association Declaration of Helsinki). All patients were at least 18 years old. Informed consents were acquired from all patients before the in vivo study.

In total, 189 spectra skin neoplasms were registered in vivo using spectroscopic system from 189 patients (60 pigmented MM (PMM), 9 AMM and 120 BCC). Type of each tumor was identified using histopathological analysis.

2.3 Spectra preprocessing and data analysis

In vivo spectra statistical analysis was performed in 800–914 nm region that corresponds to the 237–1800 cm⁻¹. All spectra were smoothing by Savitzky-Golay filter (0 derivative order, 15 window width,
The analyzed spectral region 237–1800 cm\(^{-1}\) contains both broadband autofluorescence signal and weak Raman peaks. However, autofluorescence overlaps weak Raman signal in the 237 to 1200 cm\(^{-1}\) region due to low signal-to-noise ratio (SNR) and only fluorescent skin features may be analyzed in this part of spectral region. In the 1200 to 1800 cm\(^{-1}\) range a smaller autofluorescence contribution is observed, which allows one extracting tissue Raman peaks from the registered signal. Thus, tissue Raman peaks are important features of the 1200 to 1800 cm\(^{-1}\) spectral range. Analysis of the entire spectrum of skin in the 237–1800 cm\(^{-1}\) takes into account both autofluorescence and Raman spectral features of analyzed tissues [6].

The entire spectra in the 800–914 nm area contain hidden links between different spectrum bands, due to the contribution of the same chemical components to these bands that causes multiple correlations of the spectral data. To analyze the highly correlated spectral data of the large dimension the regression analysis using the partial least square discriminant analysis (PLS–DA) was used [15]. PLS–DA method allows constructing the regression model for identifying spectra to the neoplasm classes based on the significant spectral differences by decomposing the original spectral data and the predictor matrix into a new space of lower dimension.

Four regression models were built in accordance with aim of this work:

1. discrimination of PMM versus BCC;
2. discrimination of PMM versus AMM;
3. discrimination of all MM versus BCC;
4. discrimination of AMM versus BCC.

The stability of the obtained classification PLS–DA models was checked by means of 10-fold cross-validation. The number of Latent Variables (LV) was chosen by the criterion of the minimum of the root mean square error (RMSE) for the applied of 10-Fold cross validation. We selected the first 4 (LVs) in (1) “PMM versus BCC” regression model, the first 3 LVs in (2) “PMM versus AMM” model, the first 2 LVs in both (3) “all MM versus BCC” and (4) “AMM versus BCC” models.

The selected LVs describe 95% of the total variances of the spectral differences between analyzed tumor classes in (1) “PMM versus BCC” model, 94% in (2) “PMM versus AMM” model, 89% in (3) “all MM versus BCC” model and 86% in (4) “AMM versus BCC” model.

To determine the discriminant analysis of the analyzed neoplasm types, the PLS predictors were calculated to present the numeric value of the neoplasm diagnosis in the built model. PLS predictors were calculated in “R studio” software to implement the SIMPLS algorithm for PLS part of PLS–DA method using mdtools packages [16]. The PLS prediction algorithm is presented in Ref. [15]. Results of tumor classification based on the PLS analysis were presented using box-plot diagram and ROC curve. To quantify of the model’s efficiency, the area under the ROC curve (ROC AUC) was calculated.

3 Results and Discussion

Fig. 1 shows the mean spectra of PMM, AMM and BCC including Raman and autofluorescence signals with dispersion. The spectrum stimulated with 785 nm laser is a nonlinear decreasing autofluorescence curve with broadband maxima (near 870 nm) and narrow Raman peaks in 850–900 nm area. The broadband autofluorescence maxima that are contributed by the endogenous skin fluorophores (mainly melanin, lipids, lipofuscins and others [17]) overlap weak Raman bands especially near 866 nm (1200 cm\(^{-1}\)) that makes it difficult to register Raman signal in this spectral region, especially in MM analysis. Therefore, Raman bands can be visualized at wavenumbers between 1200 and 1800 cm\(^{-1}\).

MM and BCC are skin malignancies with different biochemical and clinical features. According to the Fig. 1 the spectra of BCC and MM have distinguishable spectral differences both in the autofluorescence shape and in the intensity of the Raman signal. This allows one to perform classification of PMM (\(n = 60\)) and BCC (\(n = 120\)) with 0.95 accuracy (0.95 sensitivity and 0.96 specificity) and 0.98 ROC AUC (see Fig. 2 a, e). For BCC (\(n = 120\)) vs all MM (\(n = 69\); including AMM and PMM) discriminating accuracy is 0.90 (0.86 sensitivity and 0.93 specificity) and AUC ROC is 0.86 (Fig. 2 b, f). Thus, addition of AMM to the analysis of MM and BCC lead to the decrease of the classification model performance. This fact may be explained by the low content of melanin both in AMM and BCC tissues.

As we can see from Fig. 1a, mean spectra of AMM and PMM have similar shape features of autofluorescence curve. Broadband maxima may be observed near 810, 840 and 865 nm. The spectral differences in the 800–870 nm region not exceed 5.9%. Both mean AMM and PMM spectra have spectral maxima at 840 and 865 nm in comparison with normal skin and other skin tumors such as BCC [12]. In our previous studies, we have mentioned that local maxima at 840 and 865 nm are observed in the spectra of tumors with high melanin concentration [12]. These peaks are shifted to longer wavenumber region that causes overlapping of Raman peaks at 1086 (\(\nu_2\) (PO\(_2\)) in phospholipids), 1285–1305 cm\(^{-1}\) (\(\nu_{as}\) (PO\(_2\)) in phospholipids and \(\nu(CH_2)\) in collagen/phospholipids) in both PMM and AMM spectra.

The similar autofluorescence of PMM and AMM with different pigmentation level may be explained by contribution of multiple skin components. At the same time, high autofluorescence and broadband emission maxima in both PMM and nevi spectra are due to the high melanin concentration in these neoplasms [12]. Therefore, it is not clear which skin components besides melanin cause high autofluorescence during 785 nm laser stimulation of skin tissues. Darvin et al. [18] have examined the changes of the NIR autofluorescence and
Raman spectra for the different fraction of melanin at different depths in human skin using depth-resolved confocal microspectroscopy system. They found that NIR autofluorescence spectral characteristics are changed not rapidly while the melanin fraction changes. The main achievement of their study is that NIR autofluorescence in the skin is caused by the melanin, keratin and possible impact of proteins/lipids oxidation products. Thus, further studies are required in order to determine specific skin components that mostly contribute to AMM autofluorescence.

AMM and BCC spectra are distinguished significantly with differences up to 54%. In comparison to AMM, BCC spectrum has decreasing curve with maximum values at 800–810 nm without broadband maxima at 840 and 865 nm. BCC mean spectrum are more smoothed in the region near 866 nm and allows one to register Raman peaks at 1285–1305 cm\(^{-1}\) (\(v_{as}(PO_2^-)\) in phospholipids and \(\tau(CH_2)\) in collagen/phospholipids, 1445 cm\(^{-1}\) (\(\delta(CH_2)\) in lipids), 1665 cm\(^{-1}\) (\(\nu(C=\text{C})\) in unsaturated lipids, Amide I). Also, weak autofluorescence allows one to register Raman peak near 1086 cm\(^{-1}\) for some studied BCC.

Let us consider regression models based on spectral differences and similarities to separate AMM versus PMM and BCC. Table 1 and Fig. 2 (c–d, g–h) demonstrates the results for the built regression models. Fig. 2 (c, g) shows box-plot diagrams and ROC curve for the classification of PMM (\(n = 60\)) versus AMM (\(n = 9\)). The Fig. 2 (d, h) shows box-plot diagrams and ROC curve for the classification of AMM (\(n = 120\)) vs BCC (\(n = 9\)).

Table 1 Results of the tumor classification using PLS regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMM ((n = 60)) vs BCC ((n = 120))</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>all MM ((n = 69)) vs BCC ((n = 120))</td>
<td>0.90</td>
<td>0.86</td>
</tr>
<tr>
<td>PMM ((n = 60)) for 300–1800 cm(^{-1}) vs AMM ((n = 9)) for 1200–1800 cm(^{-1})</td>
<td>0.75</td>
<td>0.53</td>
</tr>
<tr>
<td>AMM ((n = 9)) vs BCC ((n = 120))</td>
<td>0.90</td>
<td>0.88</td>
</tr>
</tbody>
</table>

The discrimination model of AMM vs PMM shows very poor result. The PLS predictors are equally concentrated in the narrow range of 0.10–0.16 relative units for both PMM and AMM spectra, and this fact significantly complicates AMM and PMM discrimination. The small variance of the PLS predictors for PMM and AMM spectra is caused by the small spectral differences. The ROC AUC of this model is only 0.53. The equivalent PLS predictors for PMM and AMM are caused by the similar biochemical compositions because any clinical subtype of cutaneous melanoma may be amelanotic [19]. In the case of AMM vs BCC we observe better results. The dispersion of the PLS predictors are in a wide range from 0.01 to 0.6 relative units. The obtained model allowed us to achieve 0.90 discrimination accuracy (0.89 sensitivity and 0.90 specificity) based on the joint Raman and autofluorescence analysis. The proposed optical biopsy approach demonstrates 0.88 ROC AUC for AMM and BCC separation.

The low discrimination of AMM and PMM is caused by similar broadband intensive autofluorescence, which mask low-intense Raman bands in the range of 237–1800 cm\(^{-1}\). For typical MM, high autofluorescence is usually associated with increased melanin content in the tumor. In the case of AMM, there is a lack of accurate biochemical interpretation of studied tissues and
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Fig. 2 Neoplasm classification by Raman and autofluorescence spectroscopy based on PLS-DA analysis: a–d Box-plots of PLS-predictors for discriminating skin lesions: (a) PMM vs BCC; (b) PMM & AMM vs BCC; (c) AMM vs PMM; (d) AMM vs BCC; e–h Corresponding ROC curves are derived from spreading PLS-predictors. Asterisks indicate outliers.
consequently along with the contribution of the melanin we may only assume the impact of other tissue components, such as proteins/lipids oxidation products [18]. This assumption may be partially confirmed by Meehan et al [3]. Their group had performed detailed morphologic analysis of 75 AMM cases and found that melanin might not be presented in AMM on visual inspection but it was detected on histopathological examination. In fact, PMM and AMM are subtypes of the same tumor type with similar composition of fluorophores but different relative concentrations, the total fluorescence spectrum of which is noninformative due to the overlap of the maxima. Therefore, for differentiation of PMM and AMM we completely removed fluorescence from registered spectra using baseline correction by asymmetric least squares method. This way allows us to perform classification of various melanoma types based only on Raman bands in the region 1200–1800 cm$^{-1}$ with 0.82 accuracy (0.71 sensitivity and 0.85 specificity) and 0.72 ROC AUC. In accordance with Fig. 3 (a) PLS predictors medians for the PMM and AMM cohorts in box plot diagrams for this model are more differed in comparison with PLS predictors calculated when analyzing full tumor spectra in 237–1800 cm$^{-1}$ region (Fig. 2 (c)) that results in improving classification accuracy to the 0.82. Therefore, we can assume that analysis of the Raman spectra is more effective for classification of different subtypes of melanoma in comparison with analysis of the full spectra containing both fluorescence and Raman signals because similar fluorescence features of AMM and PMM spectra do not allow to identify their Raman differences due to high overlap of their spectra.

In studies of skin cancer by Raman and autofluorescence spectroscopy several works have demonstrated promising results to classify MM versus other skin tumors. In such studies all cases of melanoma are considered as joint class without subtyping. Despite the importance of the AMM detection among all MM cases lack of works with AMM studying using optical methods is observed. Only in several medical studies selected cases of AMM were examined in details to demonstrate the difficulty of diagnosing AMM on the basis of only clinical or dermoscopic features [20, 21]. In different studies the misdiagnosed rate of AMM reaches a high value of 89% [21]. Cheung et al have investigated 75 AMM cases and only 2 cases demonstrated distinctive clinical features of AMM [3]. In study by Gualandri et al. only 2 cases of AMM (from 36 studied AMM cases in total) were suspected as true MM [2]. In study by Detrixhe et al. [22], it was shown that all 7 studied cases of AMM were incorrectly diagnosed by clinicians.

The obtained results show that spectral analysis in the NIR region allows one to define AMM as true MM. This finding is based on the similarity of AMM and PMM spectral properties. At the same time, it seems like AMM and MM differentiation is impossible based on the similar analysis of the full spectral region 237–1800 cm$^{-1}$ and only Raman spectra in the 1200–1800 cm$^{-1}$ can contain useful information to differ them. On the other hand, the real problem in clinical diagnosis is to differentiate AMM from other malignant tumors. In this study we achieved 0.90 accuracy and 0.88 ROC AUC in AMM and BCC separation. Such values of diagnostic performance are very promising and the proposed optical biopsy method may be helpful in clinical evaluation of AMM among nonmelanoma tumors. However, further large trials are required to prove this assumption.

Fig. 3 PMM and AMM classification by Raman spectra in the 1200–1800 cm$^{-1}$ based on PLS-DA analysis: (a) box-plots of PLS-predictors for discriminating skin lesions; (b) corresponding ROC curve is derived from spreading PLS-predictors. Asterisk indicates outlier.

4 Conclusions

AMM is the most dangerous type of MM because it either has been misdiagnosed frequently as BCC and other nonmelanotic benign lesions or not attract attention due to the absence of the clinical melanoma features. In result, AMM are progressed and detected at the advanced stages that is harmful to the patient’s survival. In this work, we performed the classification of the AMM versus PMM and BCC cases. Spectral analysis on the basis of the near-infrared Raman and autofluorescence features allowed us to distinguish AMM and BCC with 0.90 accuracy while AMM and MM showed almost equal fluorescence spectral properties and only Raman signal
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Abstract. Changes in the concentration of free amino acids in biological tissues is a sign of impaired protein metabolism in patients with cancer. Recently, Raman spectroscopy has been used for early diagnostics of oncological diseases. The concentrations of individual components of biological tissue (for instance, the concentrations of amino acids) can be obtained by decomposing the tissue Raman spectrum. This study was designed to evaluate the effect of noise in the Raman spectra of individual amino acids on the result of the decomposition of the spectra of an amino acid mixture. As a decomposition method, we used Multivariate Curve Resolution-Alternating Least Squares (MCR–ALS) analysis and investigate experimental Raman spectra of amino acids and mathematically simulated Raman spectra of amino acid mixtures. Noise with different signal-to-noise ratios (SNR) was artificially added to both the experimental spectra of pure amino acids and the spectra of the mixtures. Concentration values for each amino acid obtained as a result of applying the MCR–ALS analysis have been compared with the corresponding true values and the correlation coefficients have been calculated. The results show a less pronounced negative effect of noise in the case when the spectra of pure amino acids (which were used as a basis for the MCR–ALS analysis) are noisy, and a more pronounced negative effect when the spectrum of the mixture is noisy. The accuracy of reconstruction of an amino acid is also negatively affected by strong background fluorescence in the amino acid spectrum. Moreover, the results indicate that using the basis spectra with a high SNR (SNR = 5) makes it possible to successfully estimate the amino acid concentrations in a mixture even when the Raman spectrum of the mixture is noisy and has a low SNR (SNR < 5). © 2021 Journal of Biomedical Photonics & Engineering.
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1 Introduction
Cancer is the second leading cause of death worldwide. The most common type of cancer was lung cancer. According to the World Health Organization, there was about 2.21 million new cases in 2020. Moreover, lung cancer was the most common cause of cancer death in 2020 (1.80 million deaths). It is well known that lung cancer risk and mortality can be reduced by early detection of cases [1].

It is also known that during the malignant tumor development, changes in protein metabolism occur in the...
Many researchers have described changes in plasma free amino acid (PFAA) profiles in patients with cancer. Kubota, Meguid, and Hitch [2] analyzing PFAA in venous blood of patients with breast cancer, gastrointestinal tract cancer, and head and neck cancer suggested that PFAA profiles correlate diagnostically with the organ-site origin of three different kinds of malignant tumors. Miyagi et al. [3] determined the characteristics of the PFAA profiles in cancer patients with one of five types of cancer: lung, gastric, colorectal, breast, or prostate cancer. PFAA profiling for detecting lung cancer was also studied by Shingyoji et al. [4], Zhao et al. [5], and Proenza et al. [6]. These findings suggest that PFAA profiling has great potential for improving early detection of lung cancer.

It makes us look for new methods to analyze PFAA profiles. Recently, Raman spectroscopy has been used for early diagnostics of oncological diseases. Bratchenko et al. [7] have shown that this method can be used in the diagnosis of cancer, such as skin neoplasms. Moreover, Raman spectroscopy is an optical method that is relevant for the analysis of liquid media. So, we believe that Raman spectroscopy can be used for non-invasive analysis of blood plasma. The Raman spectra of PFAAs are specific and can be used to successfully evaluate PFAA’s concentration in a mixture of different substances by the Raman spectrum of this mixture.

In this study, we use Multivariate Curve Resolution–Alternating Least Squares (MCR–ALS) method to analyze the Raman spectra of amino acid mixtures. This method is widely used to reconstruct the concentration profiles of chemicals analysis [8, 9]. Recently, MCR–ALS method has found wide biological and medical applications [8, 10] and has been used for the analysis of spectral data when it is required to determine the concentrations of complex mixture components from spectra. For example, Xu and Rice [11] used a MCR spectral unmixing in fluorescence imaging. Chen et al. [12] used Raman spectroscopic detection of keratin with MCR analysis for automatic oral cancer diagnosis. Iwasaki et al. [13] investigated the possibilities of discrimination of breast cancer cells from normal mammary epithelial cells by Raman microspectroscopy and MCR analysis. It should be noted that the use of MCR–ALS analysis makes it possible not only to estimate the concentrations of components, but also to obtain their “pure” Raman spectra [14].

However, the MCR–ALS analysis can be sensitive to noise in the Raman spectra analyzed. In the practical application, the efficiency of evaluation of PFAA’s concentration in a mixture may decrease due to the fact that the Raman spectra contain a noise signal. We also suppose that, if MCR–ALS uses a known predetermined basis of amino acids, the result can be affected by noise in both the pure amino acid Raman spectra of the basis and Raman spectra of the mixtures. On the one hand, we can provide high-quality registration of basis Raman spectra (that is, the spectra of pure amino acids that are used in the MCR–ALS analysis) with high signal-to-noise ratio (SNR) using a spectroscopic setup with high spectral resolution and increasing integration time. In addition, pure amino acids may be available for registration (or Raman microscopy of the samples may be used). And finally, it is enough to record the spectra (which are used as the basis) only once — then one can use them when analyzing other samples of mixtures. On the other hand, in a clinical setting, high-quality recording of Raman spectra can be difficult due to the large patient flow and limited time to examine a patient. Therefore, it can be assumed that the Raman spectra, which are subject to analysis by the MCR–ALS method, will have a lower SNR than the previously obtained Raman spectra of amino acids used as a basis for the MCR–ALS analysis.

This study was designed to evaluate an effect of the noise in Raman basis spectra of amino acids and Raman spectra of a mixture on their reconstruction from the mixture.

2 Materials and Methods

The experimental Raman spectra used in our study are recorded using a portable spectroscopic setup which includes a thermally stabilized LML-785.0RB-04 laser diode module as an excitation source (785 ± 0.1 nm central wavelength, 200 mW laser power) and a QE 65 Pro spectrometer (OceanOptics, Inc., USA) with CCD detector operating at −15 °C [15]. We used 20 standard proteinogenic amino acids (see Table 1 and Fig. 1). Amino acids are presented in crystalline powder form. The amino acids in the crystal form were placed onto the metal-coated slide. All spectra were registered at the room temperature. The registration of spectra using this system was carried out in 800–1000 nm with 0.2 nm spectral resolution that corresponds to the 240–2236 cm⁻¹. The Raman signal of amino acids was acquired from 3 accumulations each of 5 sec integration time. The mean Raman spectrum for each amino acid was averaged over three registered spectra.

The preprocessing of the registered data includes only cosmic ray and dark noise removal that are automatically applied in the “Spectra Suite” software package (OceanOptics, Inc., USA) [16]. Examples of recorded and preprocessed spectra is shown in Fig. 1.

Then we have modeled amino acid mixtures. The “mixture” means the sum of 20 standard proteinogenic amino acids (see Table 1), taken in different quantities, that is, with different concentrations. The concentration of amino acids in the mixtures is chosen so that the mixtures correspond to real PFAA profiles of blood plasma samples studied by other researchers [3–6].

We define a Raman spectrum of an amino acid mixture as a mathematical sum of the products of the pure amino acid spectra of and its concentrations in the mixture:

\[ S_{\text{mix}}(\lambda) = c_{a1} \times s_{a1}(\lambda) + \cdots + c_{aN} \times s_{aN}(\lambda), \]  

where \( S_{\text{mix}}(\lambda) \) is the spectrum of the mixture, \( c_{ai} \) is the concentration of the i-th amino acid in the mixture, \( s_{ai}(\lambda) \) is the spectrum of the i-th amino acid, and \( \lambda \) is the wavelength.
Table 1 The standard proteinogenic amino acids.

<table>
<thead>
<tr>
<th>Amino acid</th>
<th>Glycine</th>
<th>Alanine</th>
<th>Valine</th>
<th>Isoleucine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter code</td>
<td>Gly</td>
<td>Ala</td>
<td>Val</td>
<td>Ile</td>
</tr>
<tr>
<td>Formula</td>
<td>C₂H₅NO</td>
<td>C₃H₇NO</td>
<td>C₅H₁₀NO</td>
<td>C₆H₁₁NO</td>
</tr>
<tr>
<td>Skeleton formula</td>
<td><img src="image1.png" alt="Glycine" /></td>
<td><img src="image2.png" alt="Alanine" /></td>
<td><img src="image3.png" alt="Valine" /></td>
<td><img src="image4.png" alt="Isoleucine" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amino acid</th>
<th>Leucine</th>
<th>Serine</th>
<th>Threonine</th>
<th>Aspartic acid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter code</td>
<td>Leu</td>
<td>Ser</td>
<td>Thr</td>
<td>Asp</td>
</tr>
<tr>
<td>Formula</td>
<td>C₆H₁₁NO</td>
<td>C₃H₆NO₂</td>
<td>C₅H₁₀NO</td>
<td>C₆H₁₁NO₃</td>
</tr>
<tr>
<td>Skeleton formula</td>
<td><img src="image5.png" alt="Leucine" /></td>
<td><img src="image6.png" alt="Serine" /></td>
<td><img src="image7.png" alt="Threonine" /></td>
<td><img src="image8.png" alt="Aspartic acid" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amino acid</th>
<th>Glutamic acid</th>
<th>Asparagine</th>
<th>Glutamine</th>
<th>Lysine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter code</td>
<td>Glu</td>
<td>Asn</td>
<td>Gln</td>
<td>Lys</td>
</tr>
<tr>
<td>Formula</td>
<td>C₅H₇NO₃</td>
<td>C₄H₆NO₂</td>
<td>C₅H₈NO₂</td>
<td>C₆H₁₂N₂O</td>
</tr>
<tr>
<td>Skeleton formula</td>
<td><img src="image9.png" alt="Glutamic acid" /></td>
<td><img src="image10.png" alt="Asparagine" /></td>
<td><img src="image11.png" alt="Glutamine" /></td>
<td><img src="image12.png" alt="Lysine" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amino acid</th>
<th>Arginine</th>
<th>Cysteine</th>
<th>Methionine</th>
<th>Phenylalanine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter code</td>
<td>Arg</td>
<td>Cys</td>
<td>Met</td>
<td>Phe</td>
</tr>
<tr>
<td>Formula</td>
<td>C₆H₁₂N₂O</td>
<td>C₃H₁₀NOS</td>
<td>C₅H₁₀NOS</td>
<td>C₉H₁₀NO</td>
</tr>
<tr>
<td>Skeleton formula</td>
<td><img src="image13.png" alt="Arginine" /></td>
<td><img src="image14.png" alt="Cysteine" /></td>
<td><img src="image15.png" alt="Methionine" /></td>
<td><img src="image16.png" alt="Phenylalanine" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amino acid</th>
<th>Tyrosine</th>
<th>Tryptophan</th>
<th>Histidine</th>
<th>Proline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter code</td>
<td>Tyr</td>
<td>Trp</td>
<td>His</td>
<td>Pro</td>
</tr>
<tr>
<td>Formula</td>
<td>C₅H₁₀NO₂</td>
<td>C₁₁H₁₀N₂O</td>
<td>C₆H₁₀N₂O</td>
<td>C₅H₁₀NO</td>
</tr>
<tr>
<td>Skeleton formula</td>
<td><img src="image17.png" alt="Tyrosine" /></td>
<td><img src="image18.png" alt="Tryptophan" /></td>
<td><img src="image19.png" alt="Histidine" /></td>
<td><img src="image20.png" alt="Proline" /></td>
</tr>
</tbody>
</table>
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Fig. 1 Recorded and preprocessed Raman spectra of the amino acids.

where \( c_{Al} \ldots, c_{AN} \) – are the concentrations of pure amino acids in the mixture, \( s_{Al}(\lambda), \ldots, s_{AN}(\lambda) \) – are the pure amino acid spectra.

Using information on PFAA profiles in lung cancer patients [3–6], we have artificially modelled 10 Raman spectra: 5 spectra of lung cancer patient PFAA profiles and 5 spectra of control group PFAA profiles. Concentrations of amino acids in the mixtures are presented in Table 2.

The next step in our study was the simulation of a noise in the Raman spectra. It should be noted that the spectra recorded have a noise signal due to the spectroscopic setup. However, in this study, we investigate the effect of additively added noise. Therefore, the noise contained in the Raman spectra initially is not taken into account.

We added the noise as the random value process with hypothetically normal distribution, zero mean value and various standard deviations. In this case, the formula for a Raman spectrum looks like this:

\[
S'(\lambda) = S(\lambda) + s_{\varepsilon}(\lambda),
\]

where \( S(\lambda) \) is an original Raman spectrum, \( s_{\varepsilon}(\lambda) \) is the a noise spectrum.

To simulate different noise levels, we evaluated an additive noise level from a signal-to-noise ratio (SNR) metric proposed in [15]:

\[
SNR = \frac{S}{6 \times \sigma_{\varepsilon}},
\]

where \( S \) is the Raman signal level (intensity of Raman peak in 980–1025 cm\(^{-1}\) band); \( \sigma_{\varepsilon} \) is the noise standard deviation.

To investigate the effect of the noise, it is necessary to compare different combinations of a noisy mixture and noisy basis spectra. For this purpose, we simulated Raman spectra of pure amino acids with SNRs equal to 1, 5, and 10 and Raman spectra of mixtures with SNRs equal to 2, 3, 4, and 5. Examples of the noisy spectra are shown in Fig. 2.
Table 2 Concentrations of amino acids in the mixtures.

<table>
<thead>
<tr>
<th>Amino acids</th>
<th>Lung cancer patients</th>
<th>Control patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gly</td>
<td>214.3</td>
<td>208</td>
</tr>
<tr>
<td>Ala</td>
<td>324.2</td>
<td>366.5</td>
</tr>
<tr>
<td>Val</td>
<td>215.1</td>
<td>242.1</td>
</tr>
<tr>
<td>Ile</td>
<td>64.7</td>
<td>73.9</td>
</tr>
<tr>
<td>Leu</td>
<td>117.6</td>
<td>135.2</td>
</tr>
<tr>
<td>Ser</td>
<td>107.8</td>
<td>110.7</td>
</tr>
<tr>
<td>Thr</td>
<td>115.8</td>
<td>122.6</td>
</tr>
<tr>
<td>Asp</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Glu</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Asn</td>
<td>42.6</td>
<td>47.9</td>
</tr>
<tr>
<td>Gln</td>
<td>547.4</td>
<td>577.5</td>
</tr>
<tr>
<td>Lys</td>
<td>183.9</td>
<td>195.7</td>
</tr>
<tr>
<td>Arg</td>
<td>93.1</td>
<td>100.4</td>
</tr>
<tr>
<td>Cys</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Met</td>
<td>24.2</td>
<td>26.9</td>
</tr>
<tr>
<td>Phe</td>
<td>59.5</td>
<td>66.5</td>
</tr>
<tr>
<td>Tyr</td>
<td>65.9</td>
<td>71.9</td>
</tr>
<tr>
<td>Trp</td>
<td>51.3</td>
<td>56.4</td>
</tr>
<tr>
<td>His</td>
<td>69.7</td>
<td>74.1</td>
</tr>
<tr>
<td>Pro</td>
<td>141.6</td>
<td>157.3</td>
</tr>
</tbody>
</table>

Fig. 2 Raman spectrum of alanine with different SNRs.
For unmixing spectra by MCR–ALS analysis we used a protocol by Felten et al. [14]. The main idea of MCR–ALS is to decompose the Raman spectra matrix $D$ into smaller matrices $C$ and $S^T$:

$$D = C \times S^T + E,$$

where $C$ represents the concentration profiles for each of the amino acids, $S^T$ is the pure amino acid spectra matrix, and $E$ is the error matrix.

As a basis ($S^T$), we used the noisy amino acid spectra of 20 standard proteinogenic amino acids (see Table 1) to which we added noise in the previous step. After initial estimation is given for $C$, it is optimized iteratively using an alternative least squares algorithm (ALS) until convergence is reached [14].

### 3 Results and Discussion

In this study, we investigated the following combinations of a mixture and basis spectra:
- no noise in mixture spectra, no noise in basis spectra;
- no noise in mixture spectra, SNR = 10 for basis spectra;
- no noise in mixture spectra, SNR = 5 for basis spectra;
- no noise in mixture spectra, SNR = 1 for basis spectra;
- SNR = 10 for mixture spectra, no noise in basis spectra [17];
- SNR = 5 for mixture spectra, no noise in basis spectra [17];
- SNR = 1 for mixture spectra, no noise in basis spectra;
- SNR = 5 for mixture spectra, SNR = 5 for basis spectra;
- SNR = 4 for mixture spectra, SNR = 5 for basis spectra;
- SNR = 3 for mixture spectra, SNR = 5 for basis spectra;
- SNR = 2 for mixture spectra, SNR = 5 for basis spectra.

As a result of the MCR–ALS analysis, we have obtained a matrix of amino acid concentrations in the mixture spectra. Concentrations for each amino acid have been compared with the corresponding true values and the correlation coefficients have been calculated between the true concentration array and the obtained concentration array (see Tables 3, 4, 5).

Each concentration array corresponds to one of the amino acids and different mixtures (all the mixtures which we investigated). That is, each element of the array is a concentration of an amino acid in a mixture spectrum (a spectrum of one of the mixtures we used). The correlation coefficient indicates the degree of linear relation of the arrays and varies in the range between $-1$ and $+1$, where zero value corresponds to completely uncorrelated arrays.

<table>
<thead>
<tr>
<th>Amino acids</th>
<th>∞ (no noise)</th>
<th>10</th>
<th>5</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gly</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.996</td>
</tr>
<tr>
<td>Ala</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>Val</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.998</td>
</tr>
<tr>
<td>Ile</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
<td>0.988</td>
</tr>
<tr>
<td>Leu</td>
<td>1.000</td>
<td>0.997</td>
<td>0.999</td>
<td>0.908</td>
</tr>
<tr>
<td>Ser</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
<td>0.994</td>
</tr>
<tr>
<td>Thr</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>Asp</td>
<td>1.000</td>
<td>0.997</td>
<td>1.000</td>
<td>0.996</td>
</tr>
<tr>
<td>Glu</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Asn</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>Gln</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Lys</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.982</td>
</tr>
<tr>
<td>Arg</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.994</td>
</tr>
<tr>
<td>Cys</td>
<td>1.000</td>
<td>0.987</td>
<td>0.999</td>
<td>0.998</td>
</tr>
<tr>
<td>Met</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.998</td>
</tr>
<tr>
<td>Phe</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Tyr</td>
<td>1.000</td>
<td>0.988</td>
<td>0.979</td>
<td>0.989</td>
</tr>
<tr>
<td>Trp</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
<td>0.996</td>
</tr>
<tr>
<td>His</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.998</td>
</tr>
<tr>
<td>Pro</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Table 4 Correlation coefficients between obtained and true amino acid concentration values for the case of the noise added to mixture spectra only [17].

<table>
<thead>
<tr>
<th>Amino acids</th>
<th>∞ (no noise)</th>
<th>10</th>
<th>5</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gly</td>
<td>1.000</td>
<td>0.999</td>
<td>0.991</td>
<td>0.966</td>
</tr>
<tr>
<td>Ala</td>
<td>1.000</td>
<td>0.999</td>
<td>0.995</td>
<td>0.959</td>
</tr>
<tr>
<td>Val</td>
<td>1.000</td>
<td>0.997</td>
<td>0.989</td>
<td>0.934</td>
</tr>
<tr>
<td>Ile</td>
<td>1.000</td>
<td>0.991</td>
<td>0.977</td>
<td>0.760</td>
</tr>
<tr>
<td>Leu</td>
<td>1.000</td>
<td>0.983</td>
<td>0.883</td>
<td>0.139</td>
</tr>
<tr>
<td>Ser</td>
<td>1.000</td>
<td>0.987</td>
<td>0.773</td>
<td>0.547</td>
</tr>
<tr>
<td>Thr</td>
<td>1.000</td>
<td>0.998</td>
<td>0.997</td>
<td>0.988</td>
</tr>
<tr>
<td>Asp</td>
<td>1.000</td>
<td>0.992</td>
<td>0.988</td>
<td>0.661</td>
</tr>
<tr>
<td>Glu</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.943</td>
</tr>
<tr>
<td>Asn</td>
<td>1.000</td>
<td>0.999</td>
<td>0.998</td>
<td>0.984</td>
</tr>
<tr>
<td>Gln</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.979</td>
</tr>
<tr>
<td>Lys</td>
<td>1.000</td>
<td>0.998</td>
<td>0.964</td>
<td>0.703</td>
</tr>
<tr>
<td>Arg</td>
<td>1.000</td>
<td>0.998</td>
<td>0.982</td>
<td>0.846</td>
</tr>
<tr>
<td>Cys</td>
<td>1.000</td>
<td>0.968</td>
<td>0.948</td>
<td>0.599</td>
</tr>
<tr>
<td>Met</td>
<td>1.000</td>
<td>0.997</td>
<td>0.953</td>
<td>-0.005</td>
</tr>
<tr>
<td>Phe</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.994</td>
</tr>
<tr>
<td>Tyr</td>
<td>1.000</td>
<td>0.923</td>
<td>0.448</td>
<td>0.344</td>
</tr>
<tr>
<td>Trp</td>
<td>1.000</td>
<td>0.991</td>
<td>0.966</td>
<td>0.641</td>
</tr>
<tr>
<td>His</td>
<td>1.000</td>
<td>0.999</td>
<td>0.990</td>
<td>0.901</td>
</tr>
<tr>
<td>Pro</td>
<td>1.000</td>
<td>0.998</td>
<td>0.992</td>
<td>0.899</td>
</tr>
</tbody>
</table>

Table 3 shows the correlation coefficients for the case when the basis spectra are noisy with a different SNR, and the mixtures have no noise. For comparison, Table 4 shows the results that we obtained in the previous study, when we investigated the effect of noise in the mixture Raman spectra on the quality of unmixing spectra [17].

As one can see from Table 3, the correlation coefficient between true and reconstructed concentrations of amino acids equals 1 for the case without noise. In the case of noisy Raman spectra, the quality of reconstruction of amino acid concentrations is expected to decrease. Nevertheless, in the cases of SNR from 10 to 1, the correlation coefficients are high for all amino acids and ranges from 0.90 to 1.

Paying attention to the comparison of these results with those obtained in the previous study (see Table 4), one can see the following. While in the case of a noise in the basis spectra, amino acids were reconstructed successfully with any of the considered SNRs, in the case of a noise in the mixture spectrum we failed to reconstruct all amino acids when SNR is less than 10. So, when SNR = 5, three out of 20 amino acids are reconstructed with an accuracy of less than 90%, and in the case of SNR = 1 there are already 11 such amino acids.

The results of our previous study [17] show that the concentrations of amino acids are restored with lower correlation coefficients if their Raman spectra have no intense peaks. That is, the ratio between Raman peaks and background, apparently caused by fluorescence, is not high (compare the Raman spectra of cysteine, tyrosine, tryptophan with weak background fluorescence and the Raman spectra of glutamic acid, methionine, phenylalanine with strong background fluorescence in Fig. 1).

It can be concluded that a noise in the Raman spectrum of an amino acid mixture decreases the quality of reconstruction more than a noise in the basis, which is used in MCR–ALS. This may be due to the random nature of the noise we added to the spectra. It has zero mean value; therefore, during MCR–ALS analysis (see Eq. 4), the noise components compensate each other.

Table 5 demonstrates the correlation coefficients of reconstruction of mixture Raman spectra with different SNR using noisy basis Raman spectra of amino acids (SNR = 5). As expected, at higher mixture SNR (SNR > 4) the correlation coefficients are in a range from 0.9 to 1 for almost all amino acids except cysteine and tyrosine, which are characterized by low Raman peaks in all spectral range (see Fig. 1). For noisier mixture Raman spectra with SNR = 3 and SNR = 2 MCR–ALS method failed to reconstruct 5 and 6 amino acids with high quality, respectively. It should be noted that one of the failed components is cysteine, which either is absent in mixtures analyzed or its concentration is low.

As in our previous study [17], the concentrations of leucine, serine, cysteine, tyrosine, tryptophan are restored with lower correlation coefficients because random noise overlaps their spectra (which have a low ratio between Raman peaks and background fluorescence).
Table 5 Correlation coefficients between obtained and true amino acid concentration values for the case of the noise added to both basis spectra (SNR = 5 for all the cases) and mixture spectra.

<table>
<thead>
<tr>
<th>Amino acids</th>
<th>SNR of mixture Raman spectra</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Gly</td>
<td>0.996</td>
</tr>
<tr>
<td>Ala</td>
<td>0.994</td>
</tr>
<tr>
<td>Val</td>
<td>0.986</td>
</tr>
<tr>
<td>Ile</td>
<td>0.996</td>
</tr>
<tr>
<td>Leu</td>
<td>0.863</td>
</tr>
<tr>
<td>Ser</td>
<td>0.876</td>
</tr>
<tr>
<td>Thr</td>
<td>0.992</td>
</tr>
<tr>
<td>Asp</td>
<td>0.983</td>
</tr>
<tr>
<td>Glu</td>
<td>0.998</td>
</tr>
<tr>
<td>Asn</td>
<td>0.997</td>
</tr>
<tr>
<td>Gln</td>
<td>0.999</td>
</tr>
<tr>
<td>Lys</td>
<td>0.969</td>
</tr>
<tr>
<td>Arg</td>
<td>0.992</td>
</tr>
<tr>
<td>Cys</td>
<td>0.555</td>
</tr>
<tr>
<td>Met</td>
<td>0.982</td>
</tr>
<tr>
<td>Phe</td>
<td>1.000</td>
</tr>
<tr>
<td>Tyr</td>
<td>0.451</td>
</tr>
<tr>
<td>Trp</td>
<td>0.907</td>
</tr>
<tr>
<td>His</td>
<td>0.991</td>
</tr>
<tr>
<td>Pro</td>
<td>0.991</td>
</tr>
</tbody>
</table>

It should be noted that the correlation coefficients for the cases of the basis spectra with noise and without noise are comparable. Thus, the approach proposed makes it possible to estimate amino acid concentrations from noisy Raman spectra of the mixture using basis spectra with noise, and this can be done almost as efficiently as if using pure basis spectra without noise.

Nevertheless, the presence of fluorescence in the spectra is not the only problem. The form of the spectrum, that is, the presence of Raman peaks in certain wavelength ranges, has a strong influence on the result of the decomposition of the mixture spectrum. For example, in the cases of SNR = 1 and SNR = 2, one can see extremely low negative correlation values for leucine (Leu) and methionine (Met) (see Tables 4 and 5). It can be explained by the fact that the Raman spectra of these amino acids do not contain peaks that are unique to only these amino acids; moreover, the spectra are noisy. Thus, the MCR method is not efficient enough in this case.

Having studied the effect of noise in Raman spectra on the reconstruction of the concentration of amino acids in the artificially modelled mixtures, we should check the obtained relations for real mixtures, when the noise is of different nature. It is very clear that the real mixture samples (i.e., biological tissue samples) may contain other components such as lipids and proteins. In this case, the resolved spectra of the components may have some background contribution incorporated, a final estimation of component concentrations should be performed by fixing the pure spectra of the amino acids and leaving free the background contribution, which requires the correction of the protocol settings. In addition, the efficiency of reconstruction may be affected by removing background fluorescence and normalization of the basis spectra in order to equalize their intensities. Therefore, our future research will be devoted to experiments on real mixtures of amino acids and study of the influence of basis spectra preprocessing.
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